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Abstract

Mobile ad hoc networks are networks without fixed infras-
tructure. The mobile nodes perform both as a host and a
router forwarding packets to other nodes. Because of the na-
ture of ad hoc networks, there are special demands for ad hoc
routing protocols. Also the performance is an interesting is-
sue. This document describes some special characteristics
of ad hoc routing protocols and their performance measure-
ments. Three major protocols are introduced (DSDV, DSR
and AODV). Some relevant studies about ad hoc routing pro-
tocols are introduced and their results are compared and an-
alyzed with respect to these three protocols.

KEYWORDS: Ad Hoc Networks, routing protocol, perfor-
mance, DSDV, DSR, AODV

1 Introduction

A Wireless ad hoc network consists of wireless mobile
nodes. Such a network does not have a fixed infrastruc-
ture but nodes perform the networking function by acting
not only as a host but also as a router forwarding packets to
other nodes that may not be within direct wireless transmis-
sion range of each other. That is why ad hoc networks are
also sometimes called multi-hop wireless ad hoc networks.

Ad Hoc routing has been widely researched over the past
years but widely used implementations are yet to come.
Several protocols have been developed under the authority
of Mobile Ad hoc Networking (MANET) working group.
Manet is charter of Internet Engineering Task Force (IETF).
Lots of research has also been done about the performance
of ad hoc networks under varying scenarios. Different kind
of metrics or characteristics may be used to analyze the per-
formance of an ad hoc network.

The special constraints unique to ad hoc networks must
be held in mind when conducting the performance analysis.
Different kind of approaches and methodology has also been
used. Simulations are commonly utilized especially when
analyzing the performance of a specific routing protocol.
Analytical models have also been developed to be used es-
pecially in analysis considering a specific performance issue
of ad hoc networks in general.

The purpose of this paper is firstly provide a brief
overview of ad hoc routing and different ad hoc routing pro-
tocols. Then some characteristics that might be useful for

performance analysis of mobile ad hoc networks are pre-
sented. After that some of the existing research about the
performance of different ad hoc routing protocols are re-
viewed and their results are then compared with respect to
these characteristics.

2 Ad Hoc Network and Performance
Characteristics

IETF’s MANET group has defined different kind of char-
acteristics that are salient to ad hoc networks. The group
also defines some qualitative properties that all ad hoc rout-
ing protocols should posses. They can be used to analyze
suitability and performance of an ad hoc routing protocol.
The MANET working group also specifies some measure-
ments that can be used to evaluate the performance of a rout-
ing protocol in a quantitative manner. These are among the
most interesting characteristics considering the performance
of existing or proposed protocols.

2.1 Characteristics of Ad Hoc Networks

The MANET working group has defined some unique prop-
erties of ad hoc networks in RFC 2501 [2]. The properties
doesn’t directly relate to performance. However they de-
scribe the very nature of ad hoc networks and in that sense
they formulate the boundary conditions to ad hoc network-
ing. In a manner they impact on performance, since they
greatly affect on the design of ad hoc routing protocols.

The following characteristics are defined by the MANET
working group in RFC 2501:

1. Dynamic topologies

The topic refers to the most essential property of an ad
hoc network: Nodes can move arbitrarily with respect
to other nodes in the network.

2. Bandwidth-constrained

Nodes in an ad hoc network are mobile. Thus, they are
using radio links that have far lower capacity than hard-
wired links could use. In practice the realized through-
put of a wireless network is less than a radio’s theoreti-
cal maximum transmission rate.

3. Energy constrained operation
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Mobile nodes are likely to rely on batteries. That is why
the primary design criteria may sometimes be energy
conservation.

4. Limited physical security

In general, radio networks are vulnerable to physical
security threats compared to fixed networks. The pos-
sibility of eavesdropping, spoofing and DoS attacks is
higher. Existing link security techniques can be applied.
However, a single point failure in an ad hoc network is
not as crucial as in more centralized networks.

2.2 Desirable Properties of Ad Hoc Routing
Protocols

The MANET working group also defines some desirable
qualitative properties of ad hoc routing protocols in RFC
2501 [2]. They are useful when assessing performance or
suitability of an ad hoc routing protocol thus they are worth
to mention in the context of this paper.

The following properties are defined in RFC 2501:

1. Distributed operation

This property is essential to ad hoc networks. It is self-
evident that ad hoc networks operate in distributed man-
ner because of their very nature.

2. Loop-freedom

This property is generally desirable. It refers to avoid-
ing packets spinning around in the network for arbitrary
time. Solutions such as TTL values can be used to limit
performance effects of the problem. However, a more
structured or a sophisticated solution will probably lead
to better overall performance.

3. Demand based operation

Ad hoc routing does not have to assume uniform traffic
load in a network but it can adapt to traffic patterns on
need basis. This will increase route discovery delay but
when implemented intelligently bandwidth and energy
resources can be more efficiently utilized.

4. Proactive operation

This is opposite to demand based operation. If addi-
tional delays that occur in demand based operation are
unacceptable, proactive approach can be used specially
when energy and bandwidth capacities support the use
of proactive operation.

5. Security

Because of the vulnerabilities in the physical security
mentioned in section 2.1, ad hoc routing protocols are
exposed to many kind of attacks. Maintaining link layer
security is in practice harder with ad hoc networks than
with fixed networks. Sufficient routing protocols secu-
rity is desirable. Sufficient within this context covers
prohibiting disruption or modification of protocol oper-
ation.

6. "Sleep" period operation

Since nodes in ad hoc networks may have energy con-
straints as explained in section 2.1 or because of some
other need, nodes may want to stop sending and/or re-
ceiving data for arbitrary time periods. A routing proto-
col should be able handle such “sleep” periods without
overly unfavorable consequences.

7. Unidirectional link support

Many routing algorithms require bidirectional links to
be capable of functioning. Unidirectional links are
however more general in radio networks. That is why
it’s favorable that an ad hoc routing protocols can han-
dle a situation where two (oppositely directed) unidi-
rectional links form the only bidirectional connection
between the nodes. Even though such a situation will
probably emerge rarely.

2.3 Characteristics of Performance

There several quantitative metrics that might be used to an-
alyze the performance of a routing protocol. The RFC 2501
[2] defines four measures. Basically they can be used to an-
alyze the performance of any routing protocol.

The following measurements are defined in RFC 2501

1. End-to-end data throughput and delay

This metric involve analyzing the efficiency of data
routing. Statistical measures (e.g. means, variances and
distributions) are essential. These are used to analyze
the effectiveness of a routing policy as measured of the
external perspective (the perspective of other policies
that utilize routing).

2. Route acquisition time

This measures the time required to establish routes. It
is an end-to-end measurement. Route acquisition time
is concerned especially with on-demand routing ap-
proaches.

3. Percentage Out-of-Order Delivery

This one measures connectionless routing performance.
It’s an interesting metric especially from transportation
layer’s point of view (e.g. TCP) since Transportation
layer prefers mostly in-order delivery.

4. Efficiency

This refers to internal effectiveness of a routing pol-
icy. Thus, to achieve a certain externally evaluated data
routing efficiency, two policies may consume differ-
ent amounts of overhead since their internal efficiencies
differ. If control and data traffic use the same transmis-
sion channel, then excessive control traffic will proba-
bly affect on the internal efficiency of a policy.

When analyzing the performance of ad hoc routing proto-
cols, some parameters of the networking context should be
considered carefully. The RFC 2501 [2] defines the follow-
ing ones:

1. Network size This is simply measured by the number of
nodes in a network.

2



HUT T-110.551 Seminar on Internetworking Sjökulla, 2004-04-26/27

2. Network connectivity

This refers to the average number of neighbors of a
node.

3. Topological rate of change

The rate of change of network’s topology.

4. Link capacity

The effective speed of a link. Measured with bits per
second.

5. Fraction of unidirectional links

This must be concerned when evaluating, how the num-
ber of unidirectional links present in a network effect on
protocol’s performance.

6. Traffic patterns

This is concerned when evaluating how well a protocol
can adapt to non-uniform or bursty traffic patterns.

7. Mobility

This is concerned when assessing how relevant tempo-
ral or spatial topological correlation is to the perfor-
mance of a routing protocol.

8. Fraction and frequency of sleeping nodes

How well a protocol can handle situations where sleep-
ing nodes are present.

3 An Overview of Some Existing Pro-
tocols

AD hoc routing protocols can be divided in two major cat-
egories. They may be either table driven (i.e. proactive) or
on-demand-driven (i.e. reactive). In addition to this catego-
rization there are some other generic properties and charac-
teristics for these protocols as explained in section 2.

Protocols using proactive approach maintain consistent
routing information from from each node to every other
node. The nodes keep routing information up to date by
propagating route updates throughout the network. [1]

Protocols using reactive approach are source initiated. It
means that when a node needs a route to another node it ini-
tiates a route discovery process. Thus a route is established
only when it is needed. [1]

The following subsections describe shortly three major
proposed ad hoc routing protocols. The protocols were cho-
sen mainly because the performance studies reviewed in this
paper covers them. They also represent the different cat-
egories of ad hoc routing protocols. The first one repre-
sented is fully table driven whereas the second one is fully
on-demand based. The third one have adopted some of the
properties of the both categories.

3.1 Destination Sequence Distance Vector
(DSDV)

DSDV [3] [1] is a distance vector routing protocol. It is
based on the famous distributed Bellman-Ford routing al-
gorithm. DSDV is a proactive routing protocol. It works

on hop-by-hop basis meaning that every node maintains a
routing table that contains next-hop entry and the number of
hops needed for all reachable destinations. DSDV assumes
bidirectional links and thus does not have unidirectional link
support (Sec 2.2).

DSDV uses a concept of sequence numbers to provide
loop freedom (Sec 2.2). The sequence number is originated
by the destination node. To maintain routing information
consistent within a network DSDV requires nodes to broad-
cast periodical route advertisements. In practice updates will
happen in every few seconds. The advertisement contains the
routing table entries of the advertising node. These entries
contain the address of destination, next hop and hop count to
that destination and the last known sequence number origi-
nated by that destination. When a node receives an adver-
tisement it updates its routing table on this basis. Routes
with greater sequence numbers are always preferred. If the
sequence numbers are equal, a route with lower hop count
is chosen. Note that the receiving node increases the hop
counts in the advertisement since the destination needs one
hop more to be reached. The receiving node will then sub-
sequently pass this new information forward within its own
route advertisement.

When a node detects link failure it marks all routes
through that link with hop count of infinity (any number be-
yond allowed maximum) and broadcasts update information.
Since information is considered to be valid only when se-
quence number is greater, must the node that detected link
failure increase it. That is why nodes detecting failures al-
ways assign odd sequence numbers to these routes. Original
destination originated sequence numbers are again even.

Since frequent route advertisements can generate a lot of
control traffic, introduces DSDV two kind of route update
packets. The first is known as full dump containing all avail-
able routing information and may require several network
protocol data units (NPDUs). Smaller incremental packets
are used to distribute only information that has changed since
last full dump.

3.2 Dynamic Source Routing (DSR)

DSR [4] is a fully reactive routing protocol. It is a source
routing protocol meaning that a packet carried in the network
contains an ordered list of all nodes through which the packet
must be routed. Nodes in a networks using DSR routing are
required to maintain so called Route Cache where all learned
routes to any given node in the network exist.

DSR uses two basic mechanisms that are Route Discovery
and Route Maintenance. Route Discovery is initiated by the
source node, say S, to obtain a source route to the destination
node, say D. Route Discovery takes place only when S does
not already know a route to D. The purpose of Route Main-
tenance is to provide a mechanism, that enables the node S
to detect if the network topology has changed such that the
source route to D does not work anymore.

When the node S needs to send packets to the node D, it
obtains a route to D by searching its Route Cache of previ-
ously learned routes. If no route is found, Route Discovery
protocol is initiated by broadcasting a ROUTE REQUEST
message. Request messages are identified by initiator deter-
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mined request ids. When a node receives a Route Request
message, it returns a ROUTE REPLY message to the initia-
tor, if it is the target of the request or a node knowing a valid
route to the target. Otherwise if the receiving node has lately
seen a request from the same initiator with the same id or
if its address is already in the route record of the ROUTE
REQUEST packet, it discards the packet. Otherwise the re-
ceiving node adds it own address to the route record of the
request and broadcasts the request forward.

After a successful Route Discovery process, route record
of a ROUTE REQUEST contains a complete source route
from the initiator to the target. This information is then con-
tained in a ROUTE REPLY message. DSR supports uni-
directional links (Sec 2.2) since the reply is sent back to the
source based on a route in replier’s cache or it is piggybacked
on a Route Request packet for the initiator.

Route Discovery is initiated when a node needs to discover
a route to another node. A Route Request packet is broad-
casted. When a node receives a Route Request it searches
its route cache where all routes are stored. If requested route
can not be found in the cache, the node broadcasts the packet
forward after having added its address to the sequence of
hops contained in the header of Route Request packet. The
request floods through the network until it reaches the desti-
nation node or a node having a valid route to the destination.
Then a Route Reply packet is unicasted back to the source
node by piggybacking or using a route in replier’s cache as
mentioned earlier.

Route Maintenance requires that each node ensures that
forwarded packets are received by the next-hop node. In a
case of link breakage a ROUTE ERROR packet is sent back
to the source node which removes broken link from its cache.
All routes are also truncated at that point.

The DSR specification [4] also specifies a so called
promiscuous mode. Then nodes are allowed to learn routes
by overhearing packets not addressed to them. It means that
packets with link level addresses of other nodes are not fil-
tered. Working in a such a mode might however cause un-
necessary power consumption. (See section 2.1).

3.3 Ad Hoc On Demand Distance Vector
(AODV)

AODV [5] combines some properties of both DSR and
DSDV. It uses route discovery process to cope with routes
on-demand basis. The protocol is hence seen as a reactive
one. However, it adopts DSDV like hop-by-hop routing ta-
bles for maintaining routing information.

Hence AODV is a reactive protocol, it doesn’t need to
maintain routes to nodes that are not communicating. AODV
handles route discovery with Route Request (RREQ) mes-
sages. RREQ message is broadcasted to neighbor nodes.
The message floods through the network until wanted desti-
nation or a node knowing fresh route is reached. Sequence
numbers are used to guarantee loop freedom (Sec 2.2) RREQ
messages cause bypassed nodes to allocate route table en-
tries for reverse route. The destination node unicasts a Route
Reply (RREP) back to the source node. Nodes transmitting
a RREP message creates routing table entries for forward
route.

For route maintenance nodes periodically send HELLO
messages to neighbor nodes. If a node fails to receive three
consecutive HELLO messages from a neighbor, it concludes
that link to that specific node is down. A node that detects
a broken link sends a Route Error (RERR) message to any
upstream node. When a node receives a RERR message it
will initiate a new source discovery process.

4 Performance of Different Ad Hoc
Routing Protocols and Comparison

Within this section some pieces of previously conducted re-
search about the performance of different ad hoc routing
protocols are reviewed. The subsection 4.1 overviews the
assumptions and models used in these studies and subsec-
tion 4.2 then compares their results. Subsection ?? provides
some critical analysis about the results.

One must be well aware that the results may not be directly
comparable even the used performance metrics are the same,
since the conditions of the networking context may be differ-
ent as pointed out in section 2.1 That is why some analysis
about the parameters of the networking context is provided
with the comparison. Also the correlation between different
simulation models matters when simulations are reviewed.

4.1 Review of Performance Studies

This section gives an overview of three different studies. The
most studies considering performance of some specific pro-
tocols are simulations as the ones represented within this
section (in contrast to analytical models that mostly seem to
cover problems related to the theoretical concept of ad hoc
networks in general).

Because of the plentifulness of researches considering per-
formance issues, this paper is supposed to focus on some of
the most relevant research work considering specific ad hoc
routing protocols. They are frequently referred and some
authors of these studies are also authors of ad hoc routing
protocol specifications or corresponding documents.

4.1.1 “Performance Comparison of Multi-Hop Ad Hoc
Network Routing Protocols”

Broch, Maltz, Johnson, Hu and Jetcheva have analyzed the
performance of different ad hoc routing protocols by simu-
lation. They have published the results in a paper titled as
“Performance Comparison of Multi-Hop Ad Hoc Network
Routing Protocols” [7].

In their simulation research they have used rather realistic
model as the basis of their work. The simulation was done
with ns2 simulator with some extension done into it. The
simulation model include the following extensions:

� Node mobility

� A realistic physical layer modeling that include radio
propagation model, supporting propagation delay, cap-
ture effects and carrier sense
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� Radio network interfaces with varying properties in-
cluding transmission power, antenna gain and receiver
sensitivity

� The IEEE 802.11 Medium Access Control(MAC) pro-
tocol.

Since the routing protocols operate on network layer and
they use IP addresses, Address Resolution Protocol (ARP)
was included in the simulation model. The simulation model
also includes packet buffering up to 50 packets, meaning that
each node have a drop-tail fashioned queue of 50 packets at
their network interface.

The study covers four protocols: DSDV, TORA, DSR and
AODV. (TORA refers to Temporally-Ordered Routing Al-
gorithm but it is not covered within this paper) The proto-
cols were implemented according to their specifications at
the April 1998. Also some improvements were made to the
protocols:

� To avoid synchronization, broadcasts or packets were
sent in response to reception of a broadcast were de-
layed with random delay between 0ms and 10ms.

� To ensure that routing information propagates through
the network in time, routing packets were placed at the
begin of transmission queue whereas all the other pack-
ets were placed at the end of the queue.

� Each protocol used link feedback from the IEEE 802.11
MAC layer for link breakage detection.

The protocol evaluations are based on the simulations with
50 nodes. The nodes move over a rectangular (1500m x
3000m) flat space for 900 seconds. The protocols were chal-
lenged with identical loads and environmental conditions to
ensure fair comparison. 210 different scenarios with differ-
ent traffic loads and moving patterns were pre-generated be-
fore the actual simulation. The movement model of the sim-
ulation is based on a waypoint model. Pause times were also
used meaning that a node must stop on a waypoint for the
pause time. 7 different pause times were used including 0ms
and 900ms (no movement). Two different maximum node
movement speeds were also used (1 m/s and 20 m/s).

The communication model was based on Constant Bit
Rate (CBR) traffic sources. Three different send ratios, three
different numbers of CBR sources and two packet sizes (64
and 1024 bytes) were used.

The following metrics were evaluated: Packet delivery ra-
tio, routing overhead and path optimality. The packet de-
livery refers to the loss ratio of packets. Routing overhead
means the total number of routing packets transmitted. Path
optimality refers to the difference between the number of
hops a packet took to reach its destination and the length
of the shortest path that physically existed.

4.1.2 “Performance Comparison of Two On-demand
Routing Protocols for Ad Hoc Networks”

Das, Perkins and Royer have researched the performance
of two on-demand ad hoc routing protocols: AODV and
DSR. The research is based on simulations as well. The

results were published in a paper titled “Performance Com-
parison of Two On-demand Routing Protocols for Ad Hoc
Networks” [8].

The simulation model has many similarities with the one
represented in subsection 4.1.1. The ns2 simulator was used.
Realistic physical and link level models were utilized. The
support to ns2 simulator for extending the simulation model
to include these realistic physical and link layer models was
developed by Monarch research group at the Carnegie Mel-
lon University (CMU). IEEE 802.11 MAC layer implemen-
tation is included in the model as well.

The radio model uses similar characteristics to commer-
cial radio networks such as Lucent’s WaveLAN with 2Mbps
links. The link breakage is detected using feedback from
the MAC layer. Each node in the network maintains a send
buffer of 64 packets. the buffer is FIFO queue and routing
packets have higher priority than data packets. Two different
simulations are done: one with 50 nodes and another with
100 nodes.

The traffic model uses CBR sources and one packet size
only (512 bytes). Different source and destination pairs and
varying send rates were used to generate different kind of
load in the network. The mobility model used is the ran-
dom waypoint model (as in the study reviewed in subsection
4.1.1). Two field configurations are used (1500m x 300m for
50 nodes and 2200m x 600m for 100 nodes). The movement
speed is randomly selected between 0-20m/s. Simulations
last 900s for 50 nodes and 500s for 100 nodes.

Three key performance metrics were evaluated: Packet de-
livery fraction, average end-to-end delay of data packets and
normalized routing load. Packet delivery fraction equals to
packet delivery ratio in subsection 4.1.1. All delays or la-
tencies caused by any reason are included in the average end-
to-end delay metric. Normalized routing load refers to ratio
between the number of routing packets “transmitted” and the
number of packets “delivered” to the destination. Every hop-
wise transmission of a routing packet is considered as one
transmission.

4.1.3 “Scenario-based Performance Analysis of Rout-
ing Protocols for Mobile Ad-hoc Networks”

Johansson, Larsson, Hedman, Mielczarek and Degermark
have also conducted some serious research about ad hoc
routing performance. They studied three different routing
protocols: DSDV, DSR and AODV. The results were pub-
lished under a title: “Scenario-based Performance Analysis
of Routing Protocols for Mobile Ad-hoc Networks” [9].

Their work is also based on simulations. Simulation en-
vironment had again lots of similarities with ones presented
in subsections 4.1.1 and 4.1.2. However they decided to
do two kind of simulations: ones for random scenarios and
others for three different realistic scenarios.

The simulation environment was again ns2 simulator with
the ad hoc networking extensions provided by the Monarch
research group of the Carnegie Mellon University. This ex-
tension set is the same one that was used in the study pre-
sented in subsection 4.1.2. Also 2Mbps radio links are ex-
pected in their research.

The random scenarios used a field of 1000m x 1000m with
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50 nodes. 64 byte packet size was utilized and seven node
mobility values were used (maximal node velocity varying
between 0-20m/s). CBR sources were also used. Two sets
of simulations were run. Simulations lasted for 250s. At
the first round the mobility was varying and load was held
constant. At the second phase both the mobility and load
patterns were varied. Two main metrics, delay and through-
put, were measured. Overhead imposed by routing protocols
were also evaluated.

The realistic scenarios are: Conference (low mobility),
Event Coverage (fairly high mobility) and Disaster Area
(slow nodes modeling humans and fast nodes modeling ve-
hicles).

The Conference scenario consists of 50 nodes in a 150m
x 90m field. 2 nodes are acting as CBR sources and 6 as re-
ceivers. The area is divided in three zones: the speaker zone,
the audience zone and the entrance zone. To be realistic,
the scenario assumes that low pow-power indoor equipment
(with significantly low transmission ranges of 25m) is used
and thus obstacles (walls) were added in the radio propaga-
tion model. Only 10 percent of nodes are moving at the same
time and the traffic is concentrated to the speaker.

Event coverage scenario has 1500m x 900m sized field.
there are 2 CBR sources and 45 receivers. All 50 nodes are
moving around. At any given time 50 percent of nodes are
moving. The movement speed can be at maximum 1m/s as
in the previous scenario also.

The disaster scenario has also a field of 1500m x 900m.
The scene has three group of 50 nodes. The groups (subnets)
can only communicate through two fast back and forth mov-
ing nodes (vehicles). These two nodes move at maximum
speed of 20m/s in contrast to the rest that can move around
within its group at the maximum speed of 1m/s. There are
38 CBR sources and 87 receivers.

4.2 Comparison

The results of the studies reviewed in section 4.1 are pre-
sented and compared within this section. With the compari-
son, some analysis considering different kind of characteris-
tics that have an affect on the results, is provided. Also one
must carefully look at the metrics that the different studies
have used to validate the comparison. However since the di-
rect comparison of accurate values of different simulation re-
sults is rather confusing, the big picture of the performance
of different protocols is tried to be brought up here. The
comparison is done with respect to the same protocols repre-
sented in section 3.

There are also three figures (fig. 1, fig. 2 and fig. 3), one
figure for each protocol. The figures are supposed to give a
very simplistic view of the results of the three studies. Three
metrics (routing overhead, end-to-end delay and packet de-
livery fraction) are included in the figures. The values rep-
resenting the results are High (H), Mediocre(M), Low(L) an
N/A (The corresponding metric isn’t measured in the study).
They are rough estimations that are not based on any actual
boundary values. They show on a given protocol how high a
metric’s value is compared to other protocols within the same
study. The figures are meant just to help the reader handle the
facts that are brought up within the following subsections. It

must be emphasized, that they are not exact results, but they
are just to help figure out how the performance of an proto-
col behaves compared to other protocols and studies when
mobility and traffic load are set low or high.

4.2.1 DSDV

Broch, Maltz, Johnson, Hu and Jetcheva [7] (subsection
4.1.1) found in their simulation that the packet delivery ra-
tio starts to fall drastically when mobility increases (pause
times less than 300s). That is quite an expected result since
DSDV has difficulties to maintain fresh routing information
when nodes are moving fast (route update interval was set
to 15s). Practically all discarded packets were dropped be-
cause a stale routing table entry forwarded packets over a
broken link. DSDV maintains only one route per destination,
thus in case of broken link no alternative route can be found.
The routing overhead was found to stay stable (around 45000
packets) regardless of mobility rate. This can be explained
by the proactive nature of the protocol. The path optimality
for DSDV was found to be really good.

Johansson, Larsson, Hedman, Mielczarek and Degermark
[9] (subsection 4.1.3) got similar kind of results with
their random scenarios. When mobility was varying DSDV
started to suffer poor throughput and greater packet loss with
higher mobility. The delay was good on low traffic loads
even the mobility was high. When the traffic load started to
increase, delays increased too, even though with higher mo-
bility values the delays were quite close to each other. The
routing overhead was again found to be stable - DSDV does
not react to increased mobility because of its proactive nature
(constant route update intervals).

The findings in these studies were quite similar (See fig-
ure 1). DSDV has low delays when mobility stays low. With
increased mobility delays starts to grow and throughput de-
crease. The bottle neck of DSDV seems to be vastly de-
creasing packet delivery ratio when mobility gets high. How-
ever Johansson et al. [9] found in their conference scenario
that packet delivery ratio can be significantly low (75,6 per-
cent) even though mobility and the number of moving nodes
are low. That can be explained with breakage of long lived
routes. That might indicate that ad hoc routing protocols
should be able to adapt quickly to changes in the network
topology even with low mobility.

4.2.2 DSR

J. Broch et al. [7] (subsection 4.1.1) found out that DSR has
quite stable packet delivery ratio with low and high mobility
values. Actually it has the lowest packet loss ratio of all the
three protocols covered in the study. They found also that
packet delivery ratio does not also seem to response mod-
erate changes in traffic load patterns. The routing overhead
seems to increase drastically when the mobility increases and
vanishes when nodes does not move at all. That is an obvious
result since DSR relays on on-demand routing packets only.
In addition to the fact that the maximum routing overhead in
the study was significantly lower (less than 35000) than the
constant 45000 of DSDV. DSR manages the path optimality
also well as DSDV did.
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Perkins et al. [8] (subsection 4.1.2) pointed out in their
study that the packet delivery fraction stays quite stable re-
gardless of the mobility ratios especially with lower traf-
fic loads. When loads were increased fractions started to
slightly increase. Mobility also has greater affect on delivery
fractions with higher loads. Higher mobility means less im-
proving behavior of the delivery fraction. They also found
an interesting detail about the end-to-end delays. On high
traffic loads delays seem to increase significantly with low
mobility. This can be explained with network congestion at
some parts of the network since DSR has no mechanism for
load balancing. The normalized routing load of DSR seems
to be quite good and it stays quite stable with respect to node
mobility even on high traffic loads.

Johansson et al. [9] (subsection 4.1.3) found the delays in
their random scenarios to to be bit higher than Perkins et al.
[8] did in their 50 node simulation with similar traffic loads.
The gap between the results can be explained by differences
in mobility patterns. The general behavior however seems to
be similar with lower loads. Johnasson et al. did not experi-
ment with very high loads as Perkins et al. did. They found
out also that the delays grow with higher loads. They discov-
ered that throughput responses very moderately to mobility
even on high traffic loads. They also found out that routing
overhead increases as mobility gets higher but the maximum
overhead still stays less than the overhead of DSDV. On the
other hand the throughput of DSDV is better with very low
mobility and low traffic load.

All three studies have similar kind of results, even though
actual values have differences because of different kind sim-
ulation parameters (See figure 2) The most important pa-
rameters as the network size and mobility and traffic patterns
are quite similar. Perkins et al. [8] also experimented with
higher traffic and brought up some interesting facts about
end-to-end delays. DSR also seems to perform better with
respect to packet delivery ratio and throughput than DSDV
especially with higher mobility. The routing overhead also
seems to be lower with DSR than DSDV even with higher
mobility at least in moderate sized networks. However the
throughput of DSDV can be better with low loads and with
very small mobility.

4.2.3 AODV

J.Broch et al. [7] discovered that the overall performance of
AODV is quite similar with the other on-demand protocol:
DSR. The packet delivery ratio seems to stay quite stable re-
gardless of mobility, even though it is a bit worse with high
mobility rates compared to DSR. Routing overhead acts as
is did in the case of DSR. However with high mobility ratios
it is drastically greater (over 160000 packet) than overheads
of DSDV (maximum at 35000) or DSR (stable 45000). With
lower mobility the overhead difference between ADOV and
DSR gets smaller. The path optimality is worse compared to
DSDV or DSR according to the study. On the other hand,
the path optimality of AODV depends on mobility: with low
mobility it is far closer to the optimum than with high mo-
bility ratios.

Perkins et al. [8] found also that the behavior of AODV
performance follows quite similar pattern as a function of

mobility rate than the performance of DSR. The packet de-
livery is a bit worse with AODV than with DSR on low traffic
loads. On higher loads AODV has better packet delivery ra-
tio. The same kind of correlation on end-to-end delays can be
found between AODV and DSR. With higher loads AODV
has lower delays than DSR. The 100 node simulation also
showed that difference in delays between DSR and AODV is
emphasized when amount of nodes increases. When traffic
load is low DSR outperforms, but when traffic load increase
AODV has far lower delays. However the normalized rout-
ing load of DSR seems to stay better than the routing load
of AODV even with greater amounts of nodes, with high and
low mobility and traffic patterns.

Johansson et al. [9] pointed out that throughput of AODV
behaves like the throughput of DSR (See figure 3). It re-
sponses moderately to varying mobility and gives the best
throughput compared to DSR or DSDV except in the case of
low traffic loads and mobility when DSDV seem to outper-
form. The study also points out that the overhead of AODV is
worse of the three protocols with high mobility rates. When
mobility ratio decrease the overhead of AODV is becomes
better than the overhead of DSDV even though DSR still out-
performs.

As an on-demand protocol, the performance of AODV has
many similarities to the performance of DSR. Both DSR and
AODV seem to have generally better packet delivery ratio
than DSDV that react heavily to changes in mobility ratios
The throughput and delays of DSDV are generally better
than corresponding metrics of AODV and DSR when mobil-
ity rate is significantly low. With higher mobility ratios the
two on-demand protocols are generally better. DSR seems
to perform better with low traffic loads and fewer nodes in a
network than AODV. However when the stress in a network
is increased by increasing the number of nodes and traffic
load, AODV has better performance than DSR. The routing
overhead seem to be an exception: on high mobility AODV
performs worse than DSDV or DSR even when the stress in
a network is increased.

4.3 Critical Analysis about the Results

The results of the three different studies were quite similar
after all. That was not necessarily surprising. The simula-
tion environments and models were quite close to each other.
Some of the results are also somewhat predictable because of
proactive/reactive nature of a protocol. It is quite self-evident
that, for example, DSDV’s routing overhead does not react
on changes in mobility in the way that AODV’s or DSR’s
overhead do.

All the three studies based their simulations on moderate
sized networks (about 50 nodes varied mobility and traffic
load ratios). That is one reason why the results are quite
similar. On the other hand there were some expectations.
Perkins et al. [8] experimented also with 100 node networks
and higher traffic loads. In this case, the differences (sec-
tion 4.2.3) between AODV’s and DSR’s behavior on high
and low loads became clearly visible. That indicates that
there would be need to research different sized networks. On
the other hand the overall performance of all protocols seem
to fall when the number of nodes or the traffic load is in-
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creased heavily. That indicates that the concept of ad hoc
routing suits only quite small networks with sufficient num-
ber of static nodes. The realistic scenarios based simulations
that Johansson et al. [9] did, support also this hypothesis.
The conference scenario (sections 4.1.3, 4.2.1) showed, that
even in a small network, table driven approach may suffer
from significant packet loss. The disaster scenario ( 4.1.3)
gives even stronger evidence that ad hoc routing will not
necessarily work on larger networks especially when there
are certain bottlenecks present (e.g. moving vehicles). The
work of Johansson et al. also shows that it might be more
useful to study special scenarios with network nodes, that
have specific functions, rather than doing simulations with
bulk nodes moving randomly around a flat square.

One might also ask why just these three protocols were
evaluated in this paper especially when MANET charter lists
DSR, AODV and Optimized Link State Routing (OLSR) -
protocol. The main reason to this was that suitable perfor-
mance studies to be reviewed in this paper dealt with these
protocols. It should also be noted that all the papers are at
least few years old. That emphasizes the need foe further
performance research of ad hoc routing performance.

5 Conclusions

At the first place this paper explained some special character-
istics that an ad hoc network and routing protocols acting in
it have. Then some characteristics of routing protocols were
introduced. Some properties of the networking environment,
that must be considered when analyzing performance, were
also brought up. After that three major ad hoc routing proto-
cols were represented.

The actual work consisted of representing and comparing
some researches about the ad routing performance. Three
studies were reviewed and their results were compared. The
comparison was done with respect to three major protocols:
DSDV, DSR and AODV. The studies compared were based
on simulations.

Comparison of accurate simulation parameters seemed to
be rather fruitless and the aim was to found out how the
performance of the protocols generally act when different
characteristics are varying. Generally on-demand protocols
(DSR and AODV) seemed to perform better than DSDV. Es-
pecially when mobility increases. Even with lower mobility
and with few moving nodes, DSDV may suffer from quite
a big packet loss as pointed out in subsection 4.2.1. That
brought up the idea that ad hoc protocols should be able to
response quickly on changes in the network topology.

DSR seems to perform better than AODV on less “stress-
ful” situations. However, when stress increases AODV has
generally better performance.

After all the simulation results of the different studies were
quite similar. On the other hand, the special scenarios and
simulation runs with larger networks pointed out that the per-
formance of ad hoc routing protocols may decrease rapidly
especially if there are some bottlenecks in the network. It
was also concluded that any protocol does not scale up with-
out problems. After all, it comes clearly out that no protocol
is better than other with respect to every metric on different

situations. That is fundamentally because of the very nature
of the ad hoc network.
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Figure 1: An overview of DSDV performance according to the different studies

Figure 2: An overview of DSR performance according to the different studies

Figure 3: An overview of AODV performance according to the different studies
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