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Preface

The aim of the Fall 2008 Seminar of Network Security is to examine the implications of a recently 
proposed paradigm of Trust-to-Trust from different viewpoints including protocols, network design, 
applications, and services. 

The original architectural principles for the Internet were the End-to-End and robustness principles. 
The former, in its  original expression, placed the maintenance of state and overall intelligence at 
the edges, and assumed the Internet that connected the edges retained no state and concentrated on 
efficiency and simplicity. Today's real-world needs for firewalls, NATs, Web content caches have 
essentially modified this principle. 

The End-to-End principle implies that application logic is executed by endpoints of communication 
and  follows  secondary  principles  such  as  minimality,  generality,  simplicity,  and  openness.  In 
today's Internet, logic has been distributed between end hosts, middleboxes such as firewalls and 
NATs, and trusted 3rd parties, such as Web sites. It follows that for the end user, it is crucial that 
any application functionality related to the user's activities is executed in a trustworthy manner. 

This observation has led to a reformulation of the original End-to-End principle called Trust-to-
Trust (T2T). T2T gives an opportunity for principals to choose where application logic is executed 
by trusted points. The proposal for T2T has created a lot of discussion in the networking community 
and it remains to be seen how trust is reflected in the future Internet architecture. 

The papers cover a lot of ground around the course theme including security protocols, ad hoc 
networking, peer-to-peer, and data-centric networking. The papers consider existing state of the art 
and in some cases offer new insights into distributed systems and their trustworthiness. 

The students and their tutors have done a very good job in preparing the papers. I would like to 
thank Jani Heikkinen for help with planning and organizing this seminar.

Prof. Sasu Tarkoma 

Department of Computer Science and Engineering 

Helsinki, December 4th, 2008 
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Towards an Architectural Design for the Future Internet

Parth Amin
Helsinki University of Technology

piamin@cc.hut.fi

Abstract

This paper extends the Nth stratum concept [3], which was
proposed as a novel design for the future internet by apply-
ing Accountable Internet Protocol (AIP) [1] to the connec-
tion stratum of the Nth stratum architecture. The proposed
design for the future internet has the potential to supersede
the current internet and the current telecommunication net-
work making it more scalable, interoperable, self-managed,
secure, addressable, accountable and will also support seam-
less mobility. It also has a potential to increase the com-
petitiveness of the networking industry and to improve the
quality of life for citizens by creating a family of dependable
and interoperable networks providing direct and ubiquitous
access to information.

KEYWORDS: Future internet architecture, The Nth stratum
concept, AIP, interoperability, security, mobility

1 Introduction

TCP/IP architecture forms the basis of the present inter-
net cloud connecting various communicating system. By
now it is clear that this architecture is not interoperable and
not scalable, resulting to the internet patches such as NAT,
IPSec, Mobile IPv6. Various architectures have differences
in the support of basic features like QoS, mobility and se-
curity. Host connected to the internet cloud is not identified
uniquely and also has a poor support for multi homing. Last
but not the least, lack of accountability is one of the major
pitfalls of the existing internet architectures as there is no
fundamental ability to associate an action with the responsi-
ble entity. It has resulted to the security related issues such as
source spoofing, denial of service, route hijacking and route
forgery. All these limitations of the existing architectures,
point to a need for a common architecture, which will form
the basis for the future communicating system. Revolution-
ary research is being carried out in the areas of the design-
ing the future internet by the industrial and academic players
of EU, US and Asia in the form of various projects such as
GENI (Global Enviornment for the Network Innovations),
FIND (Future Internet Network Design), 4WARD, TRIL-
OGY, ICT SHOK Future Internet, Asia Future Internet, etc.
National Science Foundation (NSF), FP7 (7th Framework
Programme) and National Institute of Information and Com-
munication Technology (NICT) have major roles in manag-
ing their respective future internet projects in US, EU and
Japan. Various designs have been proposed, of which one of
them is The Nth stratum concept proposed as a part of EU

funded project called 4WARD. This novel concept claims to
support the continuous high pace of innovations in all as-
pects of different communication systems keeping the costs
of deployment down and also supporting the interoperability
between the present counterparts.

We hereby propose to apply the Accountable Internet Pro-
tocol (AIP) to the connection stratum of the Nth stratum ar-
chitecture and thereby solve security issues such as spoofing,
denial of service, route hijacking and route forgery. It will
also make the architecture more scalable, interoperable, self
managed, addressable, accountable and also support seam-
less mobility.

The rest of this paper is organized as follows. Section 2
briefly outlines the Nth stratum concept. It is followed by the
brief explanation of AIP in Section 3. Section 4 proposes an
architectural design towards the future internet by applying
the AIP to the connection stratum of the Nth stratum archi-
tecture and solve the security and mobility issues. In Section
5, some of the limitations and open issues of the proposed
architecture are discussed. Finally the paper concludes with
the optimistic approach with the proposed design and its ad-
vantages for the future internet users.

2 The Nth stratum concept
The Nth stratum concept [3] is a Clean slate approach pro-
posed in the EU Project 4WARD for the future communica-
tion system, which will revolutionize the existing communi-
cating systems with the common interoperable architectural
framework. It is designed keeping QOS, security and mo-
bility as the key features for the future internet. A stratum
is the fundamental entity of the Nth stratum concept. It is
similar to the layer of the traditional OSI based communi-
cation system, as it provides services to the other stratum of
its own communication system. Each stratum is formed of
set of nodes/a node having the data processing functionality
and a medium connecting the nodes. A stratum may need
to get services from one or more strata to perform its own
functionality. Each of the strata has Stratum Service Point
(SSP), which defines the set of services offered by a stra-
tum to other strata. It also offers information about specific
properties and features of its own stratum. SSP provides the
services to the other strata using the Stratum Transition Point
(STP). STP translates the services offered by the other stra-
tum to the form that is required by its own stratum. More-
over, there can also exist a peering relation between the two
similar type of strata in the different communicating system.
The peering relation is defined by the Stratum Gateway Point
(SGP), which maps the parameters and other identifiers be-
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tween the two different strata. Fig 1 depicts the principle
strata for any communicating system consisting of horizontal
and vertical strata. Horizontal strata include virtual machine
stratum, connected endpoints stratum, flow stratum and in-
formation stratum providing the basic functionalities of the
traditional OSI layered approach. Self management proper-
ties inherited by these horizontal strata along with the inher-
itance of the other abstract vertical classes (strata) like qual-
ity of service, security and mobility, differentiates the hori-
zontal strata of the Nth Stratum Architecture from the tradi-
tional OSI layered model. Moreover the vertical strata also
include the knowledge and governance stratum which are
mainly responsible for managing the horizontal strata. Self-
management point in the direction of being self-organized,
self-configured, self-healed, self-protected, self-optimized,
and self-tuned in order to meet performance and policy ob-
jectives. In the following subsections, further aspects of the
stratum are described.

2.1 Inheritance
Principle of inheritance forms the basis of the Nth stratum ar-
chitecture. It will help to define generic features and proper-
ties of a communication system and will also help to keep the
framework consistent and coherent across the different com-
municating systems. QoS, security, mobility, self manage-
ment parameters and policies are required to be generically
defined at the top level and subsequently has to be inherited
depending on the specific need of a stratum of a communi-
cating system based on the principle of inheritance. Using a
abstract stratum, one can define a stratum that is either par-
tially defined or not defined at all. The only constraint for
the abstract stratum is that one cannot execute the same in
the run time environment.

2.2 Stratum instantiation
Stratum instantiation occurs within the nodes of a communi-
cating system. As the communication between the two sys-
tems starts, different strata are instantiated on both the sides.
Stratum also inherits and implements the properties of self-
management, self-organization, self-configuration and self-
healing. Information from the knowledge stratum also helps
in the organization of nodes and SGP.

2.3 Stratum aggregation/concatenation
Stratum aggregation is applied to the two or more instanti-
ated strata, which are concatenated via an SGP based on the
domain border detection.

2.4 Horizontal and Vertical Strata
Horizontal strata deal with the connectiv-
ity/service/application aspects of a system, whereas
vertical strata are responsible for the governance, perfor-
mance, consistency and coherency of the system. Vertical
strata impact the horizontal strata, as they are ones which
are responsible for the overall governance and monitor-
ing. Moreover vertical strata are implemented as a set of

Figure 1: The Nth Stratum Architecture[3]

libraries, which will be inherited by the horizontal strata to
build concrete and generic network architecture. Horizontal
strata are managed by the vertical strata such as governing
stratum and knowledge stratum.

2.5 Management Aspects

Self-adaptable and auto-piloted are the features seen as a part
of the future internet design. It is expected that the network
will dynamically update itself with the relevant protocols and
algorithms on the basis of the user’s need and network con-
text in the real time. For example when there is a conges-
tion detected in the network, the network adapts itself with
QoS configuration or algorithms to adapt to the traffic con-
ditions. Vertical strata such as governing stratum and knowl-
edge stratum are responsible for the dynamically updating
the horizontal strata on the real time basis. Governing stra-
tum configures the required set of horizontal strata for a spe-
cific communicating system depending on the user’s require-
ment. It uses the information obtained from the knowledge
stratum, which is aware of the detailed view of the network
state and also the individual stratum. The performance of
a network depends on the factors such as efficiency of the
governing stratum and knowledge stratum and also the set of
algorithms and protocols supported at each individual hori-
zontal stratum.

3 Accountable Internet Protocol
(AIP)

Accountable Internet Protocol (AIP) [1] is a concept aimed
at replacing the current IP based internet, with the two or
more levels of flat addressing structure of the form AD:EID.
AD is the identifier for the host’s autonomous domain and
EID is the globally unique host identifier. Both of these iden-
tifiers are derived from the public keys held by the domain
and the host respectively, removing the need of the globally
trusted authority. It thus has a globally unique host identifier,
identifying all the hosts connected to the internet uniquely.
Accountability is the first order property provided by AIP,
which is based on the hierarchy of self certifying addresses.
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Figure 2: The structure of an AIP address[1]

It is claimed to be a solution to the IP layer security prob-
lems such as source spoofing, denial of service attack, route
hijacking and route forgery.

IP layer of the internet has lot of vulnerabilities such as
hijacked routes, DoS attacks and source spoofing. Various
solutions are proposed for the same such as: complicated
mechanisms that change the free access model of the inter-
net, external sources of trust and operator vigilance. These
proposed solutions seem to be the ongoing continuation of
applying patches to the internet cloud. On the contrary, AIP
is proposed as a solution written from scratch and addressing
the key IP based architectural problem. AIP based internet
will have a ability to associate an action with the responsi-
ble entity thereby assuring the missing property of the user
accountability.

AIP has two or more levels of flat addressing structure,
which is the much closer to the internet’s original incarnation
rather than today’s Classless Inter-Domain Routing based
aggregation. The uniqueness of the address lies in the self
certification, without relying on any globally trusted author-
ity. Both hosts and domains can prove their own addresses
themselves. Although, such a flat addressing mechanism of
AIP is not at all seen as a threat to the long term scalability of
the internet, but one cannot deploy the same on the present
router infrastructure. It makes pretty simple for routers to
route the traffic, as it has to just look at the network portion
of the address to route the data, till the data reaches the des-
tination network.

AIP design assumes that internet is formed of separate ad-
ministrative networks. Each administrative unit is formed
of one or more Accountability Domains (ADs) having its
own unique identifier. Each host is also assigned a globally
unique end point identifier (EID). Thus AIP address of a host
belonging to the domain AD would be AD:EID. As shown in
the fig 2, last 8 bits of the EID are the interface bits, by which
AIP host has a support of multi homing. It allows the host to
attach multiple times to the same AD. Lastly, AIP also sup-
ports multiple levels of the hierarchy in the ADs, resulting to
the address of AIP host as AD1: AD2: ... :EID.

3.1 Self Certification

AD is the hash of the public key of the domain and EID is the
hash of the public key of the corresponding host. Usage of
the self certifying address at the network layer, makes AIP
first of its kind and it also has unique feature of providing
accountability at the network layer. Source accountability
mechanism is based on the unicast reverse path forwarding
and EID verification. Last but not the least, it also supports
gradual evolution of digital signature to cope with the weak-
ening of the earlier schemes based on the crypto versions.

3.2 Forwarding and Routing

Packets have the destination address set to AD:EID. Routers
use only the destination AD to route the packets, until they
reach the destination AD. Once the packet is in the desired
AD, routers use the EID to further route the packet. Simi-
larly in a case, where there are more than one ADs present in
the destination address, routers route the packet based on the
first AD in the destination stack. Moreover, the interdomain
routing will also happen in more or less as the same way as
it happens today, that is based on the AD granularity using
BGP. Lastly, the packet will be routed to the destination EID
using the interior routing protocol such as OSPF within the
AD.

3.3 DNS and Mobility

AIP supports multiple addresses for a single host. For exam-
ple, if a host is connected to multiple ADs, then the host will
have multiple AD:EID addresses in each domain. Similarly
in case, where a host has multiple interfaces in the same do-
main, the last 8 interface bits in EID are used to distinguish
the host address. Mobility support in AIP is based on the self
certifying end point identifier (EID). Transport protocols on
the top of the AIP layer work on the basis of the source and
destination EIDs which remain unchanged while hosts roam
from one AD to another. Moreover, mobility support is based
on TCP Migrate [5] and HIP [4]. Mobile AIP host update the
DNS with their current AD.

3.4 Source Accountability: Detecting and
Preventing source spoofing

Source spoofing is an attack, in which the attacker uses the
source address that has been assigned to another host. The
attack becomes more difficult to detect, when the attacker is
also able to receive packet while spoofing. AIP based hosts
prevent such a spoofing attacks based on the self certifying
addresses, in which routers drop the packets if the source
address is spoofed. The technique is based on unicast re-
verse path forwarding (uRPF) [2]. Packets are accepted by
the router, if the route to the packet’s source address, points
to the same interface on which the packet arrived. This con-
cept works to prevent spoofing by the single homed clients,
but it cannot cope with the multi homed clients. So a second
mechanism is included along with uRPF to prevent spoof-
ing against the multi homed host in the AIP. Public keys are
used to verify the source address of a packet at couple of
places. First, each first hop router (that is trusted by the net-
work operator) verifies that its directly connected hosts are
not spoofing. Moreover, each AD through which a packet
passes verifies the specified source address.

EID verification:
If the first hop router R has not verified the source host,

then it drops the packet and sends the verification packet V
to the source. Verification packet V is made up of source and
destination address of the packet, packet’s hash and the inter-
face on which packet arrived. R also attaches HMAC, with
the V as a signature. The sender is also supposed to prove
its identity EID by signing V with the private key associated

3



TKK T-110.5290 Seminar on Network Security 2008-12-12/1

with the EID. If the sender is able to produce the correct sig-
nature then R cashes this information and thereby also allow
the subsequent packets from that sender as well. The sender
is suppose to resend the packet that made the R to send the
verifcation packet, as R drops all unverified packets. Hosts
should not postively respond to the verfication request for the
packet that it did not originate. To avoid the same, host must
maintain the cache of the recently sent packets.

AD verification:
When a AD A receives a packet from the adjacent AD B,

it must first verify that the source address is valid. If AD
A trust the AD B, then it can forward the packet without
verifying the same. If AD A does not trust B, then A per-
forms uRPF checks to determine whether the packet arrived
on the interface, which the route to the source would take.
If the check succeeds, A forwards the packet, else A drops
the packet and sends a verification packet to AD:EID as in
the case of the EID verification. If the sender EID is able to
reply positively, then the corresponding entry is added to the
subsequent packets from AD:EID to pass, when they arrive
on the verified interface.

Border routers must verify the incoming packets, whereas
the interior routers can trust their border routers and need not
do the same verification again. Peering router verification
can be based on the bilateral contractual agreement between
the two parties. To keep the number of cache entries lower,
a router with more than threshold number of entries T for
a single AD will replace all the individual AD:EID entries
with an wildcard denoted as AD: *.

3.5 Shut-off protocol

DoS attack based on the source address spoofing are pre-
vented by the AIP based verification. But, the flooding attack
to a victim, with a traffic from the compromised host remains
unaffected. To handle the same, the victim host sends the ex-
plicit shut off message to a host sending such a traffic.

3.6 Key Management

AIP needs to handle the issues related to the key manage-
ment such as: key discovery, individual key compromise and
cryptographic algorithm compromise. As the host’s key is
simply its address, the key is obtained once its address is
known. Moreover, address can be known from the DNS
server as it is known today. Individual key compromise
includes protecting against compromise, detecting compro-
mise and also dealing with it. To decrease the chance of
compromise, hosts and domains should follow established
key management practices, such as using time limited sec-
ondary keys for all online signings and keeping the primary
keys offline, in a safe place. Moreover, if a host key is com-
promised, then the host merely adopts a new key and inserts
it into the DNS record. Similarly if the domain key is com-
promised, then the domain has to revoke its key based on the
inter domain routing protocol and via public registries. Pub-
lic registries are maintained that has information of the peers
for each AD and the ADs to which each EID is bound to de-
tect the key compromise. Similarly to cope with the crypto-
graphic algorithm compromise, each AIP address and every

registry entry contains its own crypto version field. Version-
ing of the address supports the gradual phasing and applying
the new algorithms.

4 Applying AIP to the Nth Stratum
Architecture

Although IP has played a significant role for the existing in-
ternet, since more than thirty years, but due to various limi-
tations as described, there lies a need to upgrade the current
internet. The proposed architectural design for the future in-
ternet applies AIP to the connection stratum of the Nth stra-
tum architecture as shown in the fig 3. It has a potential
to supersede current internet and current telecommunication
network, by the unique architectural framework supporting
both of them. Goals of the 4ward project [6] that can be
achieved are: scalability, extensibility, interoperability and
self-management. Moreover, applying AIP to the Nth stra-
tum architecture will also support seamless mobility for the
users and also effectively address issues associated with the
security, privacy and mobility at the network layer. The pro-
posed architecture is anti spam efficient and also uniquely
identifies the host connected to the internet.

The 4ward project is seen as an answer to the future inter-
net challenge. The present internet lacks enough possibility
to design, optimize and interoperate new networks forcing a
convergence to an architecture that is suboptimal for many
applications basically not supporting innovations within it-
self. So we can say that internet has reached to a critical
point in the impressive development cycle requiring a major
change. The Nth Stratum Architecture proposed as a part of
the 4ward project is a design that is inter-operable, scalable
and extensible. It provides these features as it is a generic
framework which can be applied to the future communicat-
ing system. Moreover, the utility of networks is enhanced by
making them self-managing using the vertical strata such as
governance and knowledge stratum.

Applying AIP to the connection stratum of the Nth Stra-
tum Architecture will solve the problems related with the se-
curity and mobility at the network layer. AIP will assure the
user authentication based on the self certifying addresses and
thereby protect from source spoofing, as routers will drop the
packet if the source address is incorrect. Similarly it will also
prevent denial of service attack, route hijacking and route
forgery from the unauthenticated host. Moreover, AIP also
provides the mobility support which is based on the glob-
ally unique host identifier (EID). Such a host that is based
on the Nth Stratum Architecture and AIP can roam around
the internet freely and has a unique public identifier. This is
a unique feature not present in the present internet as well,
which is based on NAT and public/private IP addresses.

The above proposed design aims at improving the quality
of life for the world citizens by creating a family of depend-
able and interoperable networks providing direct and ubiqui-
tous access to information. These future wireless and wire-
line networks will be designed to be readily adaptable to cur-
rent and future needs, at an acceptable cost. Long term goal
is to make the development of networks and networked ap-
plications faster and easier, leading to both more advanced
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Figure 3: The Nth Stratum Architecture based on AIP

and more affordable communication services. Various in-
novative designs towards the future internet will allow new
markets to appear, redefining business roles and creating new
economic models. These goals can only be achieved by gath-
ering a strong, industry-led consortium of the leading opera-
tors, vendors, SME, and research organisations, with the de-
termination, skills and critical mass to create cross-industry
consensus and to drive standardisation. Last but not the least,
industry players will be motivated to move on further from
the traditional TCP/IP approach to the innovative internet ar-
chitectures, getting attracted by the high profit margins and
reliable business models.

5 Limitations of the proposed Archi-
tectural Design

The proposed architectural design could not be deployed on
the current router infrastructure, but surely is seen as a so-
lution for the long term technology trends. Moreover, there
also exist interoperability issues between the existing and the
future communicating systems, based on the different archi-
tectures. The proposed design will also have several effects
on routing such as forwarding and routing information bases
(FIB and RIB) will increase in size. It will also result to
the increase of diameter of the existing internet, due to the
large domains being split into multiple ADs. Moreover, ap-
plication of AIP will also include the CPU cost for the cryp-
tographic operations, which is similar to those of adopting
Secure BGP (S-BGP). Last but not the least, it can also be
seen as: Building castles on the quicksand! as one needs to
replace the existing TCP/IP based design with the proposed
one.

6 Conclusion
This paper extends the idea of the Nth stratum concept by
applying the AIP to the connection stratum. The proposed
architectural framework for the future internet provides a
holistic and systemic approach to development and design of
network architecture for the future communication system.

Moreover, the design is more scalable, interoperable, self-
managed, secure, addressable, accountable and also support
seamless mobility. The proposed design can be seen as a
starting point for the further work of detailing the specifica-
tion of this concept. It also has a potential to generate new
economic opportunities for the industrial palyers with new
classes of networked applications.
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Abstract

This paper offers a survey of the development of a new kind
of network: Friend-to-friend network. This network can
be defined as a P2P network, more precisely as a private
P2P. Details of Freenet and security of F2F networks will be
described.

KEYWORDS: Friend-to-friend, F2F, friends, nodes, secu-
rity.

1 Introduction

Nowadays, peer-to-peer networks (P2P) are widely used for
data sharing, VoIP and streaming. Thanks to a software ded-
icated to this kind of network, the connection to a P2P net-
work is very easy. In 1999, Napster was the first widely used
P2P-application. Napster was a centralized P2P because a
central server was required to stock information where we
could find data. The main problem with this structure was
the same problem as a client-server network: there is a sin-
gle point of failure. If the main server of Napster was out
of service, all the network was out of service too. The cen-
tralized structure was not the best option for P2P networks.
Other structures were created. The decentralized P2P struc-
ture is a network without any central server. In this case,
each peer sends queries to other peers to find a data. A third
structure of P2P consists of an hybrid P2P between central-
ized and decentralized P2P. The principle is that peers are
connected to superpeers which are connected to each other.

Although P2P networks seem to be a wonderful world,
this world presents some problems of security. The first
problem with this type of network is that we can not be sure
that the contents of data we download are good or bad. In
fact, the data could have a valid name but is in reality a mal-
ware (computer viruses, worms, trojan horses, spywares) [8].
The second problem is that IP addresses are visible. Conse-
quently, an attack to a peer is possible without too much dif-
ficulties. Finally, we can find an important quantity of private
information because users do not use properly the software
dedicated to P2P networks. We can easily imagine the con-
sequences of sharing unexpected data. [4]

Since the beginning of this century, a new kind of network
exists: Friend-to-friend network (F2F). According to Dan
Bricklin [1], he introduced the term "friend-to-friend net-
work" to describe this network. The principle of this network
is that people share data only with friends, people whom they

trust, and with friends of friends. This network is based on
the proverb: "Friends of my friends are my friends".

The aim of this paper is to make an overview of the se-
curity of F2F networks. Section 2 will provide with back-
grounds about P2P networks, security in P2P networks and
finally F2F networks. In section 3, we will discuss about the
security of F2F networks. Section 4 will be a presentation of
a F2F network, Freenet. During this presentation of Freenet,
we will try to understand why Freenet could be an interesting
project for network security.

2 Backgrounds

First of all, we will provide some backgrounds in order to
have a better understanding of this paper.

2.1 Security in networks

Security in networks is maybe as important as the function-
ing of the network. Thanks to the Web, we can collect in-
formation but also send emails, buy train or plane tickets
and book a place in theatre. But all these activities via in-
ternet need to be securised. If the network is unsecured, we
can have some problems when we pay for example. To se-
cure transaction in the web, all information are generally en-
crypted in order to be unreadable if someone intercepts the
information. With F2F networks, we will see that others so-
lutions could be used to secure the network.

2.2 Concept of P2P networks

The main idea with P2P networks is that each peer is con-
nected directly to other peers. But this idea is not typical
to this kind of network because the idea of most protocols
is that hosts need to be connected directly to each other to
share data [4]. In the web, clients are connected directly to
a server to download the contents. So, we can say that P2P
network is only an extension of this idea. In F2F networks,
we will see that this idea of connection between two hosts
is still true but the sender and the requester will not be con-
nected directly anymore. This concept will have an influence
of the security of the network.

2.3 Security in P2P networks

Although P2P is an interesting network for data sharing,
VoIP, streaming, it presents many security problems. The
first problem we can detect with this network is related to
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the content of the data; it may be replaced by malware (com-
puter viruses, worms, trojan horses and spyware). When we
download a file, a common name of a file can hide a strong
malware. We can find viruses and worms in email and some
other programs but also in P2P networks. [4]

Another major inconvenience of P2P networks is that all
IP addresses are visible. In fact, all peers can know from
which peer a data comes from and to which peer a data is
going to. Consequently, if we share a file and a user disagrees
with our action, he could attack us very easily because he
knows our identity. [3]

Finally, a third problem is concerning people who do not
share their data correctly [4]. The reasons of this mistake are
various because using a file-sharing system seems to be easy
at first glance. But the system proposes many different op-
tions and it is easy to make confusion and to select a bad one
or to select a wrong sharing folder. It is also frequent that
people do not take time to tidy their data in the computer.
Consequently, all data are in the same folder (for example
’My documents’). If they share the main folder, they share
all their data. This is the same problem when a computer is
used by many users of the family. If the parents are working
on the computer during the week and the children use it dur-
ing the week-end to download musics and videos, they will
probably involuntary share their parents’ data. Finally, some
users think that sharing all their disk increases their popular-
ity into the network and will provide them a better rate of
downloadings. The consequence is that an important quan-
tity of personal information is available in the network, like
bank account numbers and passwords. According to a test
realised by Eric Johnson, Dan McGuire, Nicholas D. Willey
for their research [4], they spent some hours in a P2P net-
work and found these results:

• Birth Certificate - 45 Results

• Passport - 42 Results

• Tax Return - 208 Results

• FAFSA (Free Application for Federal Student Aid) -
114 Results

With these information, we can imagine that people could
take the identity of someone else.

2.4 Friend-to-friend networks

Friend-to-friend networks are one type of P2P networks.
Figure 1 shows that F2F networks can be placed in the family
tree of P2P networks. As we can see, we can divide network
in two main parts: client-server and peer-to-peer. Client-
server network is actually the main type of network. Gener-
ally, the Web is working with this type of network. In fact,
when we are connected to a web site, we download and send
some data but it is not a sharing of data. On the other hand,
the idea of P2P network is the sharing of data. This type of
network is divided into two parts: public and private P2P.
The private part can also be divided into Group based and
F2F. [7]

Public and private P2P have two different visions of P2P.
The idea with public P2P is that we share our data with all the

Figure 1: Friend-to-friend network in Peer-to-peer family
tree [3]

world. We only need to download a software dedicated for
this application and then we can join the network and begin
the sharing. On the other hand, private P2P corresponds to a
group of a limited number of persons. The main advantage
of private P2P is that people have a tendency to stay in the
network after downloading what they wanted because it is
easier to gain reputation of a small group than of a huge one.
Moreover, if they want to keep the network alive, they know
that they should stay in the network as long as possible [5].

We can now consider private P2P and distinguish Group
based to F2F. Group based is made up by groups of users [7].
In each of these groups, users can share data together. One
user can invite other people to join the group even when all
users of the group do not know the new one. For this reason,
we can say that Group based is not very private. A particu-
larity of this network is that communication between groups
is impossible. A user can belong to several groups but two
users who belong to two different groups cannot communi-
cate to each other, except if they both belong to a third group.

The structure of F2F is very different because we do not
consider a group of users anymore but we now consider each
user, also named a node. We are talking about nodes because
the structure of F2F network is like a spider’s web where all
intersections correspond to a user, a node. In this network,
each node is connected to many other nodes, his neighbours,
which are the direct friends of the node [5]. Consequently,
two nodes do not have the same friends. The data’s sharing
is quite simple. If a node searches a specific data, it sends a
request to his direct friends. If one or several nodes have the
requested data, the sharing can begin. Otherwise, the direct
friends send the request to their direct friends. As we can
see, a property of F2F is that we share data with our friends
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but also with the friends of our friends. With this system, a
new parameter is added: HTL (Hops To Live). This parame-
ter is important because it limits the number of nodes that the
information can go through. Without this parameter, if a re-
quest is not resolved, the request can go through the network
forever. Contrary to other types of P2P, there is no connec-
tion between the sender and the requester of the file (except
if the two nodes are direct friends). The file will follow the
same way as the request but in the other way. Consequently,
all nodes which transmit the request could also receive the
file and then send it to the next node. With some criterions,
a node can decide to keep the file in order to provide the file
quicker in the future. That is why a data is multiplied when
many requests have been done on it. But after a delay, the file
is deleted in order to let the place for another file. Finally,
a particularity of F2F networks is that all nodes share data
anonymously [6]. In fact, a node knows the IP addresses of
its direct friends in order to be able to establish the commu-
nication but it does not know the IP addresses of its friends’
friends. Each node transmits only files but no information
about the identity of the other nodes.

Figure 2 shows us how communications work in a F2F
network. [3]

Figure 2: Communication in a F2F network

In we consider node 1, we can see that it has three dif-
ferent direct friends. When our node has a request, it sends
it to his direct friends. If one or several friends have the
information, they can begin the sharing. Otherwise, direct
friends ask their direct friends if they have the requested in-
formation. For example, if node 3 has the information, it
sends it to node 2, which then sends it to node 1. At the end,
node 3 sends a file to node 1 through node 2. We can note
that node 1 knows that file came from node 2 but it does not
know that the file really came from node 3. Similarly, node
3 only knows that it sent the file to node 2. Finally, node 2
knows that the file came from node 3 and went to node 1 but
does not know exactly where the file came from and where
it went. With this system of data sharing, everyone can share
files anonymously. [3]

Another characteristic of the F2F networks type is that
data is encrypted during the transmission [3]. As we have
seen before, data go through different computers before they
reach the destination. So they are encrypted at the beginning

of the transfer and decrypted at the end to protect interme-
diaries. In fact, some illegal data can circulate through our
computer because of our neighbours. But because they are
encrypted, we cannot read them and so we do not have any
problem.

Finally, we can also add the fact that F2F networks are
much more efficient than a traditional open network. The
main reason is that nodes do not leave after downloading
files; they stay in the network to allow it to work. In fact,
in a classical P2P, nodes are generally leaving after down-
loading what they need because they do not want to waste
bandwidth and be held liable for illegal downloadings. In
F2F networks, nodes have real relationships to each other so
they try to cooperate. [5]

3 Analysis about security of Friend-
to-friend networks

Contrary to classical P2P networks, friend-to-friend net-
works present some security’s advantages. These advantages
concern the users but also the networks. If there is no secu-
rity for the network, it could fall very quickly and be unus-
able.

3.1 Anonymity

As described previously, F2F networks respect the
anonymity of the users. During the sharing, nobody is able
to say where the information comes from (except the sender)
and where it is going to (except the requester). So, they do
not know the identity of the other nodes [2]. The only infor-
mation they have is the IP addresses of their direct friends.
This characteristic of F2F networks could be essential in
some cases. In fact, because users are anonymous, the cen-
sorship is impossible. In most of developed country, peo-
ple generally do not really need anonymously. However, in
some countries like China, the inhabitants have no right of
expression. Internet is controlled a lot and censured most of
the time. If we say something against the regime, we could
have a lot of problems and probably spend many years in jail.
With a network where users are anonymous, the regime can
not detect these users and can not punished them neither.

3.2 No malware

In a classical P2P network, some malwares can be introduced
in the computer due to the network. In fact, a file could
have a valid name but is in fact a walware (computer viruses,
worms, trojan horses and spywares). In F2F networks, links
between nodes are organised around real relationships. So
everybody knows that file sharing is done between friends.
In this case, each node tries to keep the network in good
health and so avoid adding malware into the network. [4]

3.3 Inexperienced users

In the previous section, we have seen that inexperienced
users can share unexpected data like bank account numbers,
passwords or scan of identity card. The consequences for

8



TKK T-110.5290 Seminar on Network Security 2008-12-12

them could be very bad. In F2F networks, because the direct
nodes are friends, if a node shares unexpected data, other
nodes will tell it to delete the file. If the file is not download
anymore, it will disappear of the network.

4 Case study: Freenet

Freenet can be classified as a F2F network. In this part, we
will describe this network and explain some points about the
security.

4.1 What is Freenet?

Mike Godwin, a Americain barrister said: "I worry about
my child and the Internet all the time, even though she’s too
young to have logged on yet. Here’s what I worry about. I
worry that 10 or 15 years from now, she will come to me and
say ’Daddy, where were you when they took freedom of the
press away from the Internet?’" [3]

This sentence provided by mike Godwin explains the aim
of Freenet in the network. The main idea of Freenet is to
provide a freedom of speech through a peer-to-peer network
with a strong protection of anonymity. But Freenet is not
only a network for data sharing, like the other P2P networks,
but also proposes some freesites, forums and wikis. Ian
Clarke, the creator of Freenet and its coordinator, defines his
network as "an Internet within an Internet" [3].

Freenet is a decentralized network where all users act
anonymously. The decentralization of the network is very
important in order to be resistant to any attack and acting
anonymously is primordial if we really want a network of
freedom. Ian clarke explains the reasons why anonymity is
so important for this network. In the presentation of the phi-
losophy of the network, he says that a major difference be-
tween animals and human beings is the ability of human be-
ings to establish sophisticated communication and using ab-
stract concepts. This communication is essential to improve
our knowledges, which "improve our ability to survive and
be successful" [3]. Under democratic governments, people
are free of thinking and expression, which is not the case un-
der non democratic governments. Figure 3 summarizes this
idea of communication’s freedom. The question we can ask
now is to know whether dictatorship do not join the group of
animals when we think of communication. In fact, commu-
nication under dictatorship is limited by the government asa
basic communication.

The solution to avoid this communication’s discrimination
is to use some anonymous communication’s tools. Freenet is
one of them.

4.2 Freenet’s working

In this part of the presentation of Freenet, we will see that
the functioning of Freenet is original.

4.2.1 Darknet and opennet connections

There are two types of connections to the network of Freenet:
darknet and opennet [3]. By default, darknet connection is

Figure 3: Communication, one difference between human
beings and animals

used and is the most secured way. To use this type of con-
nection, we have to indicate to the network our friends who
will be our direct neighbours in the network. When connec-
tions between nodes have been created, these connections
are fixed and there will be no change.

Opennet connection is different to darknet connection for
some reasons. First of all, we can use this kind of connection
when we do not know anybody in the network but we all the
same want to join it. In this configuration, we are placed in a
random position into the network. We can note that the posi-
tion does not depend on our location; our direct neighbours
could be in America or Australia when we are in Europa.
Because this place is probably not the most suitable one, we
will switch our place with other nodes. In fact, Freenet is
really efficient if nodes do not need a long time to get an in-
formation. If a node always makes requests to nodes in the
other part of the network, we can easily understand that we
can improve the communication. The best way to improve
this communication is to switch the place of the nodes de-
pending on their interests. According to the talk given by
Ian Clarke and Oskar Sandberg in Berlin in 2005 [3], we can
see that the nodes’ switches improve considerably the effi-
ciency of the network. In the part ’Sending a request’, we
will better understand how these switches could improve the
efficiency of the network.

Finally, a mixed mode is also possible for users who do
not know many people in Freenet. In this case, they have
fixed neighbours but they also switch their places with other
nodes. When these users have enough friends in Freenet,
they can decide to disable the opennet connection to get more
security.

4.2.2 Sending a request

Figure 4 shows us how a request searches a data through the
network. [2]

Node A sends a request to his direct neighbours. In this
case, we consider that he has only one neighbour, Node B
(step 1). Because Node B does not have the requested file, he
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Figure 4: A typical request sequence

forwards the request to Node C (step 2) who answers that he
does not have the requested file neither (Request Failed, step
3). So, Node B sends the request to Node E (step 4), which
sends it to Node D (step 5). When Node D wants to send
the request to Node B (step 6), Node B answers that he has
already said that he has not the requested file. Consequently,
the request goes back to Node D (step7) and Node E (step 8).
Node E forwards the request to Node F (step 9) who replies
with a positive answer; he sends the requested data (step 10).
This data is transmited to Node B (step 11) before arriving to
node A (step 12). As we can see, the request can go through
the network during a long time before finding the requested
node. The parameter HTL (Hops To Live) stops the request
after a while if the request is not solved. [2]

As we can see, the request needed 9 steps before finding
the right node. If we consider a real network with thousands
nodes, we can imagine that a request needs more than 9 steps
to find the right node. That is why nodes switch their places
in order to resolve the requests quicker.

4.2.3 Data’s encryption

During the transmissions, all data are encrypted. This en-
cryption is very useful especially for intermediaries [3].Be-
cause nobody is able to say if the contents of the data are
legal or illegal, it is possible that illegal data move alongthe
network. Moreover, intermediaries receive data before send-
ing them. Sometimes, to improve the efficiency of the net-
work, a node can decide to save the data in its disk because
this data is often requested. To protect the intermediaries,
this data should not be readable in order to avoid any legal
problems.

4.3 Security point of view

The security in Freenet is a very important part of the project.
In the presentation of the project in Berlin [3], Ian Clarke
and Oskar Sandberg said that the project is not perfect in the
sense that some secure problems could be find. But they also
explain that it is important to propose a release of Freenet

even if some parts of the project can be improved. In fact,
if we do not propose any release, we will not have anything
and the improvement would be impossible. Although this
project is not perfect, it is certainly better that many tools we
use every days.

4.3.1 Anonymity

The main goal of Freenet consists of a guarantee for all users
to be anonymous in the network [2]. As we have seen above,
anonymity can be primordial in some countries like China,
where the rights of people are restricted. However, some
people may want to know the identity of users. In theory, if
a user uses a darknet connection, this identification is totally
impossible. With an opennet connection, this identification
is more or less possible but is very complicated. With some
techniques, we can identify in which group of nodes a node
belongs, but not really the identity of the node. At the present
time, researches are done to improve the anonymity of peo-
ple who use opennet connection.

4.3.2 Censorship

Censorship can also be a problem for the network but Freenet
is resistant to this attack [3]. If we want to censor an informa-
tion, we need to shut down all the nodes with this informa-
tion. The best way to locate the nodes is to do a request and
then to analyse all the answers. But, when we receive a data
which comes through all the network, some nodes have prob-
ably saved it in their own disks. Consequently, not only we
do not have censored the information, but we have also mul-
tiplied it in the network. Censorship is impossible in Freenet.

4.3.3 Harvesting

The aim of this attack is to destroy the network. But Freenet
is a decentralized network, so without any central server. A
solution is to get all IP addresses of nodes thanks to a mod-
ified version of a node. Then, we can get all IP addresses
and we can attack all nodes easily. The solution proposed
by Freenet is the darknet mode. With this mode, nodes are
invisible in the network. [3]

4.3.4 Legal attacks

Finally, legal attacks can be considered [3]. First, we can
imagine that the ports used by Freenet could be blocked. But
Freenet use different ports for the communication. The so-
lution could be to block all ports which means blocking all
internet.

Another legal attack would be to block all well-known
data as a Freenet data. However, since the last version of
Freenet, all data are encrypted like other encrypted commu-
nication. Consequently, it is impossible for anyone to recog-
nize a data which belongs to Freenet.

Finally, a government could decide to prohibit Freenet. In
this case, only the darknet connection would be available.
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5 Conclusion

For several years, peer-to-peer networks are used a lot but
they often present some security’s problems. This paper pro-
posed a new kind of private peer-to-peer to solve this prob-
lem: friend-to-friend network. The idea with F2F networks
is that people do not share with all the world anymore but
only with a group of people, their friends. Then, if the re-
quest is not resolved, the request can be sent to the friends’
friends. With this solution, we only share data with people
we trust.

This paper presented also Freenet, which is a kind of
friend-to-friend network. The main idea of Freenet is that all
users of the network act anonymously. Thus, direct attacks
again a node is not possible anymore.

We have seen that security in network is a very important
part of network’s science. Because we can do many different
things in internet, including paying online, security is really
primordial. To solve this problem of security, researchers
create new techniques and also new networks. We can now
wonder if all these techniques will be enough to protect pri-
vate life of users and also their transaction thanks to the Web.
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Abstract

This paper reviews the different techniques to detect com-
promised nodes in Wireless Sensor Networks (WSNs) and
mechanisms to revoke compromised nodes keys. There are
various approaches to detect compromised nodes in WSNs,
one of the approach is based on attestation in which sen-
sor node prove it’s authenticity and integrity to base station
or neighboring nodes. Attestation mechanism can be per-
formed by either software attestation or hardware attesta-
tion. Each node in WSNs contains secret keys to secure the
communication between base station and neighboring nodes.
Key Revocation is a process in which keys related to com-
promised nodes is removed from trustworthy nodes, which
causes compromised nodes to be removed from WSNs. Key
Revocation methods are divided in two categories: Central-
ized Key Revocation scheme, in which base station is re-
sponsible for key revocation; Distributed Key Revocation, in
which neighboring nodes decide the compromised nodes and
revoke their keys.

KEYWORDS: Sensor Networks, Security, Compromise De-
tection, Key Revocation.

1 Introduction

Wireless sensor networks are assembled from a large number
of interchangeable, low-cost, resource constrained devices
and scattered into an area of interest to perform surveillance
or monitoring tasks. Today wireless sensor networks are
used in many security related applications like military op-
erations, critical infrastructure protection e.g. nuclear power
plants and burglary alarm systems. Wireless sensor devices
are usually deployed to monitor physical or environmental
conditions, such as temperature, sound, pressure or motion.
Sensor devices are generally deployed in remote areas which
provide easy access to an adversary. If an adversary is able
to compromise sensor node in WSNs, he can reprogram sen-
sor node to act on his/her behalf and able to attack on WSNs.
For example, the adversary can cause the sensor node to send
incorrect information to base station to hide some military
activity or send false information about the location of cer-
tain troops or introduce some false warnings to raise alarms
or may be denial of service.

To avoid such situations some mechanisms are needed,
which can detect the target sensor node is still trustworthy
or not. Attestation approach is one of the mechanism to

detect compromised nodes, in which node proves it’s trust-
worthiness to base station or neighboring nodes. Attestation
technique is based on either Software attestation: Software
Code Update By Attestation (SCUBA) [10] or Hardware at-
testation: Period Broadcast Attestation Protocol (PBAP) [3].
SCUBA is a software based attestation approach, which al-
low base station to detect and ,if possible, repair a compro-
mised node through code updates. PBAP is a hardware based
attestation approach, which uses Trusted Platform Module
(TPM) [11] as trust anchor, which provide data sealing to
specific platform configuration and cryptographic function-
ality. After compromised nodes are detected, we need to re-
move compromised nodes from wireless sensor network.

Key revocation is a mechanism to remove keys related to
compromised nodes from WSNs. Key Revocation is done by
using different procedures. The procedures are differentiated
based on entity responsible to provide information regarding
revocation process. KeyRev [13] is one of the scheme to re-
voke compromised nodes keys based on Centralized scheme.
This scheme use key updating technique and make compro-
mised nodes obsolete, as a result remove them from WSNs.
Reelection [12] is another scheme to revoke compromised
nodes keys, in which neighbour nodes decide that node is
trustworthy or not using positive Voting. Sensor nodes form
a club in which they broadcast ’Buddy List’ which they trust.
After having such lists from all club members, each node
made the list of trusted nodes in club and vote according to
that. As a result compromised node is not allowed to renew
it’s membership to group.

2 Background

Wireless sensor networks life cycle consist of four basic
phases: pre-deployment, initialization, operation and revo-
cation. In pre-deployment phase, WSN owner programs sen-
sor nodes with secret information like keys, usually sym-
metric keys [2], and authentication signatures. This phase
happens at owner premises and is considered to be as safe.
Sensor nodes are then deployed and initialized. These sensor
nodes try to establish keys with their neighbours, as a result
set up a secure communication path between them.

In WSNs, nodes are mobile and process of setting up keys
and path with neighbours is carry on throughout life cycle.
An adversary can attack any node or set of nodes and try to
compromise them during this duration. At any stage, one
or more nodes can find another node/nodes misbehaving, as
a result they may prompt a revocation process to remove
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all the credential related to compromised node/nodes from
WSNs. While a compromised node can communicate with
any other node in WSN and may have access to all other
compromised nodes keys too, which make them possible to
impersonate if they wish. Compromised nodes have not been
running authorized software and thus do not necessarily fol-
low protocols, to identify misbehavior, to revoke other com-
promised nodes, to vote honestly or delete keys shared with
revoked nodes. To handle these problem in WSNs, we need
reliable mechanisms which can detect compromised nodes
out of WSNs and capable of removing credentials related to
compromised nodes to make WSN trustworthy.

There are various types of threats in wireless sensor net-
work. Some of the important threats are listed below.

• An adversary may capture nodes, analyze and replicate
them, and surreptitiously insert these replicas at strate-
gic locations within the network. Such attack is called
as Replication Attack [7] and may have severe conse-
quences. These compromised nodes may allow the ad-
versary to corrupt network data or even disconnect sig-
nificant parts of the network.

• Denial-of-Message (DoM) [5] attack deprives sensor
nodes from receiving broadcasted massages. In Wire-
less sensor network, broadcast protocols assume a trust-
worthy environment. However, in safety and mission-
critical sensor networks this assumption may not hold,
as some sensor nodes might be adversarial.

• Sybil Attack [6] is particularly harmful attack against
sensor and ad hoc networks, wherein a node illegiti-
mately claims multiple identities. Such an attack can
be exceedingly detrimental to many important functions
of these networks, such as routing, resource allocation,
misbehavior detection, etc.

3 Detection Mechanisms
In this section we will study mechanisms to detect compro-
mised nodes in WSNs using different Attestation techniques.

3.1 Software Based Attestation
Software Code Update By Attestation (SCUBA) [10] proto-
col is a mechanism to attest sensor node based on software
attestation, this enables the design of a sensor network to de-
tect compromised nodes without false negatives, and either
repair them with code updates or blacklist them.

3.1.1 Assumptions

Wireless sensor network consists of one or more base sta-
tions and several sensor nodes. Every sensor node and base
station has a unique ID, referred as node ID and base station
ID. The communication can be single-hop or multiple-hop
between base station and sensor node. To authenticate mes-
sages between sensor node and base station we assume pub-
lic key infrastructure is set up, in which sensor node knows
authentic key of base station. But when adversary compro-
mised sensor node, he can learn about key. In this case we

B->A: (ICE Challenge)

B: T1 = Current time

A: Compute ICE checksum over memory region

containing the ROM, the ICE verification

function and the SCUBA executable

A->B: (ICE checksum)

B: T2 = Current time

Verify (T2 - T1 ) <= Time allowed to

compute ICE checksum

Verify ICE checksum from node by

recomputing it

A->B: Hash of code memory

B: Use hash from node to determine

if node’s code memory is modified

Prepare code patches for sensor node

B->A: Code patches

A: Apply patches

Figure 1: SCUBA protocol between base station B and sen-
sor node A.

need to set up new a key with base station for secure commu-
nication without relying upon pre-existing key. The untam-
pered code execution mechanism, provided by Indisputable
Code Execution (ICE) [9], is used for this work. Read Only
Memory (ROM) is used to store node ID and base station
public key, as attacker can’t tamper the contents of ROM.

3.1.2 SCUBA Protocol

The purpose of SCUBA protocol is to provide a method for
base station to detect and ,if possible, repair a compromised
node through code updates. The compromised node could
contain malicious code, which can interfere with code update
process. The protocol assumes that update can be performed
in the presence of malicious code. For example, if base sta-
tion sends a code patch, malicious code on node may try to
fake the patch installation. The base station obtains a firm
guarantee for code update procedure. It guarantees that ei-
ther code update is successful or malicious code running on
sensor node, which is preventing the application of code up-
date. ICE is used to obtains this guarantee as it enables base
station to get an indisputable guarantee that SCUBA pro-
tocol executable on sensor node (untrusted computing plat-
form) will execute untampered.

Figure 1 shows a simplified version of SCUBA protocol.
The base station invokes ICE verification function on the
sensor node by sending a challenge. The ICE verification
function computes checksum over memory region contain-
ing itself, SCUBA protocol executable and ROM containing
base station’s public key and sensor node’s ID. If base sta-
tion receives correct checksum from the sensor node within
expected time, base station obtains guarantee that SCUBA
protocol executable on sensor node will execute untampered.
In this case base station repair node via code update. If
received checksum is incorrect or it takes longer time than
expected than base station presumes that malicious code on
sensor node is interferring with code update process.

After computing and sending checksum to base station,
ICE verification function in SCUBA protocol invokes hash
calculation function, which sends hash of sensor node’s
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memory contents to base station. Base station compares re-
ceived hash with correct value of hash it has stored to de-
termine weather node is compromised or not. If there is any
difference between two hash values, base station can also ask
for hash from specific memory location to pinpoint where
changes are made by an adversary. Thus base station can
send code updates only for those memory regions which are
modified and thereby decrease the amount of data to be sent
and increase overall performance.

Base station and sensor node need to authenticate the
packets they receive. Authentication procedure uses hash
chains to authenticate the packets. Base station generates
hash chains and signs first element of hash chain with it’s
private key and sends this signed element to sensor nodes.
Sensor nodes can verify it using public key of base station
it has stored in ROM. To authenticate a sensor node, we use
the fact that only node with correct memory layout will be
able to generate correct ICE checksum within the expected
time. As memory contents also contain node ID, so node
being verified is able to generate checksum with in expected
time. After computing checksum, sensor node sends first el-
ement of it’s hash chain and Message Authentication Code
(MAC) of this element to base station. MAC is computed
using ICE checksum as a key. Base station independently
generates ICE checksum and can verify MAC sent by sensor
node. If the MAC of the hash chain member sent by the node
verifies correctly at base station and are received within the
expected time, the base station is guaranteed that hash chain
element came from the correct node.

The SCUBA protocol described above deals with sensor
node which are one hop away from base station. To attest
node which are multi hop away, we need to calculate the net-
work latency time with precision to be able to attest sensor
node. In SCUBA protocol, Expanded Ring [10] method is
used to calculate network latency. The method uses intuition
that if the checksum computation time of a node is always
measured by a neighboring node, then the network latency
is always a single hop. To achieve this, base station first
calculates ICE checksum computation time which are single
hop away from it. Then base station ask these sensor nodes
to calculate network latency of neighboring nodes which are
single hop away from them. In this way base station cal-
culate network latency with high precision for whole sensor
network.

3.1.3 Security Analysis

• Pre-computation and replay attack An adversary can
try to calculate checksum over memory region contain-
ing ICE verification function and target executable, be-
fore making any changes to memory contents and send
this pre-computed checksum to verifier when asked for
it. To prevent this attack SCUBA sends a random
challenge to sensor node and node calculate checksum
based on this challenge and thus preventing this attack.

• Proxy Attack An adversary may try to forward chal-
lenge to node, which is more resource rich and have
complete memory contents of compromised nodes be-
fore making any modification. Therefore, remote node
is able to compute checksum faster and send result back

to base station. As resource rich node will do compu-
tation faster which provide time to forward challenge
request to remote node and time to send reply back.
But in SCUBA we assume adversary is not physically
present and all nodes are having same resources and
if adversary try to forward request to another network,
then request must go through base station as wireless
sensor network have small range communication capa-
bility. Base station block any request going to another
network and thus SCUBA prevent proxy attack.

3.2 Hardware Based Attestation
Periodic Broadcast Attestation Protocol (PBAP) [3] is an
hardware based attestation approach for hybrid WSNs us-
ing Trusted Platform Module (TPM) [11] as trust anchor for
attestation protocol. TPM provides assurance of delievered
attestation values. TPM also offers cryptographic functions
which provide the foundation for attesting local platform us-
ing remote platform.

As WSNs are large scale and nodes are of low-cost and
resource constrained, it is not feasible to have TPM in all
the sensor nodes. Fortunately, many WSNs are organized in
clusters and each cluster has it’s own cluster head (CH) and
cluster nodes (CN), such WSNs are known as hybrid WSNs.
CH usually does some special task like data aggregation or
key management for a number of CNs. Therefore, CHs are
a valuable target for adversary, so it is logical to equip CHs
with TPM. CNs should be able to verify weather CH is still
trustworthy, even after multiple hops away. PBAP is an effi-
cient protocol which allows CNs to validate the trustworthi-
ness of a CH at regular intervals.

3.2.1 Assumptions

Cluster nodes are limited in their storage, computational,
communication and energy resources. However, they have
enough space to store key information and are able to per-
form basic operation like computing hash functions, sym-
metric encryption etc, but they are not able to do public key
encryption. TPM is integrated in CH and is used to protect
keys and other security related data. To subvert a CH, an
adversary must reprogram and reboot sensor node to access
security related data.

3.2.2 Period Broadcast Attestation Protocol (PBAP)

PBAP allows CNs to verify trustworthiness of CHs using
TPM as trust anchor. TPM offers a concept called sealing,
which allows a data block to be bound to a specific plat-
form configuration. A sealed massage is created by selecting
a range of platform configuration registers, a non-migration
key and data block which should be sealed. TPM is then able
to decrypt and transfer sealed data block, only if its current
platform configuration matches the platform configuration,
since when the sealing was executed. Sealing provides assur-
ance that protected message will be recoverable only when
system is in known state. PBAP enables only CNs to verify
platform configuration of CHs. To verify trustworthiness of
CNs, CH has to perform additional mechanism like redun-
dancy checks or voting schemes.
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PBAP uses Guy Fawkes-style [8] hash chains for au-
thentication and extends it to enable attestation in hybrid
WSNs. The protocol is divided into two phases. In the
initialization phase CHs and CNs are preconfigured before
deployment. In attestation phase CHs periodically broadcast
an attestation message. This phase normally last for whole
life cycle of CHs.

Initialization: Each CHi is preconfigured with non-
migratable public key pair (eCHi

,dCHi
) and a hash chain

CCHi . The seed value cCHi
0 of hash chain is generated

on CHi using TPM’s random number generator. CHi is
assumed to have only one valid configuration, denoted
as PCHi := (PCR0,...., PCRp), where PCRs are registers
of TPM. After booting, measurement regarding each
component is performed and value is stored in registers.
Each value of hash chain CCHi is sealed to this plat-
form configuration PCHi :{cCHi

0 }eCHi

PCHi
,......,{cCHi

n }eCHi

PCHi
=

Seal(PCHi
,eCHi

,cCHi
0 ),......,Seal(PCHi

,eCHi
,cCHi
n ). Each

CNj which interact with CHi is preconfigured with the last
value cCHi

n of its hash chain. After deployment, CNj can
only keep values corresponding its CH and another certain
number of CHs in nearby region to save memory.

Attestation: CHi and associated CNs (denoted as CN∗)
are loosely time synchronized. Time is divided into intervals
Iλ, λ= 1,...,n. At the beginning of each interval, CHi broad-
casts attestation message consisting of values of hash chain
in reverse order of generation with identifier Iλ to CNs. If
platform configuration has not been modified by adversary,
CHi will be able to unseal hash values. In the first interval I1,
CHi unseals the hash value cCHi

n−1 and transmits it togeather
with interval identifier. In the second interval cCHi

n−2 is un-
sealed and transmitted and so on. CN∗ check if the interval
I1 stated within received message with local I

′

1 within certain
error range. If they match, CN∗ verifies whether h(cCHi

n−1 ) =
cCHi
n . If equation holds, CHi is considered trustworthy and

value cCHi
n is overwritten with cCHi

n−1 . In the next interval
CHi releases cCHi

n−2 and so on, which are similarly checked.
Due to unreliable communication, a CN could miss some

messages. Thus, CNs should not immediately declare CH
being untrustworthy but wait for a certain threshold of time.
If a CN receive messages again, it can be resynchronized by
applying hash function multiple times.

3.2.3 Security Analysis

• To compromise CH and forge trustworthy platform con-
figuration, an adversary need to access hash chains.
Therefore, he has to either access key used to seal
hash chains or perform unseal command under com-
promised state. TPM acts as smartcard and offers
high security for protected data against unauthorized
access, which makes very difficult for adversary to ac-
cess keys.Additionally, access to hash chain is only pos-
sible if platform configuration is not modified.

• An adversary may attack runtime caused by buffer over-
flow to access stored hash values. PBAP approach can
not handle runtime attack caused by buffer overflow, be-

cause platform configuration is reported during initial-
ization phase. But as the attack would result in modified
system state, adversary can not be able to access hash
chains.

• Replay attack, where an adversary first blocks the for-
warding of legitimate hash values to collect them, then
compromises a CH and finally releases these hash val-
ues. But this is not possible, because hash values are
only valid for a specific interval, which is validated by
each CN.

• PBAP is performed in cleartext and an adversary
can distinguish between attestation and data messages.
Therefore adversary can perform a selective forwarding
attack by forwarding attestation messages, but blocking
data messages. Such attacks are a general problem in
WSNs and show that the PBAP is not resistant against
all attacks in a multihop scenario.

4 Key Revocation

Key management mechanism is required to establish keys
between sensor nodes or base station which exchange data
between each other. It includes two aspects: Key distribution
and Key revocation. Key distribution refers to the task of dis-
tributing secret key to provide communication secrecy and
authenticity.Key distribution is often done in pre-deployment
phase, which occur at WSNs owner premises and is consid-
ered to be safe. Key revocation refers to the task of securely
removing keys which are known to be compromised.

In this section different key revocation mechanisms are
discussed based on entity responsible for providing informa-
tion regarding key revocation.

4.1 KeyRev: Centralized Key Revocation
Mechanism

KeyRev is a centralized key revocation scheme, in which
central authority (base station) is responsible to revoke com-
promised nodes from wireless sensor networks. Unlike
most proposed key revocation schemes focusing on remov-
ing compromised keys, KeyRev scheme uses key updating
techniques to obsolesce the key owned by compromised sen-
sor nodes and thus remove them from network.

The basic key distribution scheme establishes two kinds of
keys among sensor nodes: pairwise keys and path keys. Pair-
wise key is established among sensor nodes which shares
the secret keys. Path key is assigned between sensor nodes
which are within wireless communication range but do not
share a key. Instead of using pairwise keys and path keys
directly for confidentiality and authenticity, KeyRev uses en-
cryption key Kencr and message authentication code (MAC)
key Kmac. The encryption key and MAC key are generated
by pseudo random generator, which is bound to pairwise key
or path key and session key distributed regularly by base sta-
tion. When the session key is updated, the encryption key
and the MAC key are also changed. A sensor node always
uses latest encryption key and MAC key to encrypt and sign
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the outgoing messages or decrypt and to verify the incom-
ing messages. If there is a session key distribution scheme
in which the revoked sensors cannot recover the new session
key when they are revoked, these revoked sensors will be re-
moved from the network because they cannot derive the new
encryption keys and the MAC keys in the next session. Al-
though an adversary may retain the pairwise keys and the
path keys, the adversary cannot figure out the encryption
keys and the MAC keys because of the pseudo-random func-
tion is used. Thus, key revocation problem is reduced to the
session key update problem.

4.1.1 KeyRev scheme

The lifetime of WSN is divided into intervals called sessions.
The duration of session can be dynamic or static depending
on application. Base station broadcast session key Kj in
the beginning of j-th session. Each sensor node has unique
sensor ID i, where i ∈ {1,.....,n} and n is largest ID. Each
sensor node maintains a node revocation list (NRL), which
includes all sensor node IDs which have been revoked.
NRL is checked for each incoming and outgoing messages
to ensure only valid nodes are member of network.The
encryption key and MAC key are bounded to session key Kj
and path key KAB between sensor node A and B as follows:

Kencr = F(MAC(KAB ,Kj),1)
Kmac = F(MAC(KAB ,Kj),2)

Where F(K,x) is pseudo random number function and
x is an integer 1 or 2 for generating Kencr or Kmac respec-
tively. Any message that A sends to B is encrypted by Kencr
and signed by Kmac. Any message received by B from A,
B always first verifies the message and then decrypt it. A
sensor node always uses Kencr and Kmac corresponding to
current session key Kj .

For any message transmitted in the network, encryption
and authentication are done as:

A −→ B : {M|Ts}Kencr
, MAC(Kmac,{M|Ts}Kencr

)

Where M is message, Ts is the timestamp when send-
ing message and MAC(K,R) denotes the computation of
message authentication code of message R with key K.

To revoke compromised nodes from sensor network, a
mechanism is needed to stop them from receiving session
key and thus preventing them from driving Kencr and Kmac
bounded to new session key. Thus compromised node will
not be able to decrypt and authenticate themselves. To dis-
tribute session key in such a manner a session key distribu-
tion key is described in [13]. The session key distribution
scheme must satisfy following criteria:

1. The compromised sensors should not be able to obtain
new session keys.

2. The sensor node is time synchronized so that the current
session keys can be identified.

Criterion 2 is easily satisfied with the help of timestamps.
For criterion 1, session key scheme is derived in [13] based
on personal key share distribution scheme in [4]. In session

key scheme mentioned in [13], base station broadcasts list of
compromised nodes in start of each time interval to all sensor
nodes and nodes can update their node revocation list (NRL)
by adding them in NRL.

4.1.2 Security Analysis

The KeyRev scheme satisfies following security properties:

• Session key distribution process is secure as to restore
session key, some secret information is required, which
is pre-distributed among sensor nodes. Adversary can
not recover session key without this secret information.
Session key distributed scheme [13] prevent compro-
mised nodes from recovering new session keys.

• As KeyRev works on key update mechanism, this
causes path key and pairwise key to be compromised
by adversary. But adversary can not figure out Kencr
and Kmac, if the session is updated. An adversary can
attack with chosen plaintext to recover session key, but
attack is time consuming and in meantime session key
will be updated in next time interval.

• To prevent Revocation attack, in which adversary can
impersonate as base station and start revocation of trust-
worthy nodes, KeyRev depends upon broadcast authen-
tication schemes such as µTESLA [1]. µTESLA pro-
vides authentication to messages broadcasted by base
station. Therefore, KeyRev is secure against revocation
attack until base station is secured.

4.2 Reelection: Distributed key Revocation
Mechanism

Reelection is a distributed key revocation mechanism, which
requires majority of positive votes from its neighbors for ap-
proval at regular intervals. In this protocol, a node on joining
the WSN and periodically must demonstarate that it is still
trustworthy to be part of the network. Revocation becomes
preventing a bad node from renewing its membership.

In Reelection, nodes form a club and each member broad-
cast Buddy List of neighbors it trusts. After receiving such
lists from all neighbors, node cross-reference received lists
and determine whether enough nodes have approved their
buddies or not. If they approved then node continue to inter-
act with buddies during next time period. Reelection mech-
anisms provide support for diverse trust strategies as com-
pared to simple voting mechanism.

4.2.1 Lightweight Reelection with Buddy Lists

In some applications, diverse strategies are needed: risk-
averse nodes might revoke neighbor as soon as one of its
other neighbours had done so, while more relaxed nodes
might continue to do business with any node that was still
supported by two of its neighbors. In some application,
one might want a diverse population of risk-averse and risk-
loving nodes, so that network performed well in normal
times but still performed acceptably under serious attack.
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Reelection mechanism with buddy lists is in general
enough to support diverse trust strategies. In this decision re-
garding revocation is done by neighboring nodes, after cross-
referencing received buddy lists from neighbor buddies. If
enough nodes approve their buddies then they continue to
interact. Here definition of ’enough’ is made independently
of protocol mechanism.

Approved buddy lists are authenticated using Guy
Fawkes-style [8] hash chains. After deployment, node A dis-
tributes a key authentication value KA,0 = h(T )(seed, A) to
its neighbors. Buddy lists are signed with a session authen-
tication key KA,i = h(T−i)(seed, A) during time period i and
KA,i is not revealed until the start of time period i+1. Here
is the protocol:

1. A −→ ? : ki−1 , accessA,i(buddies)= 〈A, i, buddies,
HMACKi (A, i, buddies)〉

2. ? : Verify accessA,i−1(buddies), delete offending neigh-
bor’s keys

Each node A broadcasts a list of approved neighbors
accessA,i(buddies), where buddies is a set of approved node
identifiers. Notably, no pre-assigned storage or topological
information is required, yet buddy lists work even under sce-
nario where adversary present from start of deployment of
sensor nodes.

5 Conclusion
In this survey paper, we try to inspect the security issues and
different mechanisms to handle these issues in the wireless
sensor networks, which may be a main disturbance to the
operation of it. Due to the low resources and deployment in
unattended and hostile areas, the wireless sensor networks
are much more prone to all kind of security risks, such as in-
formation disclosure, intrusion, or even denial of service. As
a result, the security needs in the wireless sensor networks
are much higher than those in the traditional wired and ad-
hoc networks.

Wireless sensor networks enable us to monitor environ-
ment conditions and surveillance remotely and efficiently.
However, with the convenience that WSNs have brought
to us, there are also increasing security threats for WSNs,
which need to gain enough attention.

During this survey it is noted that adding security to re-
source constrained sensor devices in wireless sensor network
with minimum overhead provide significant challenges and
is an ongoing area of research.
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Abstract

The internet is full of services and for most of these services
a user has to have an account to be able to use them. This
leads to the fact that a user usually has one account per ser-
vice. The OpenID protocol promises to give a solution to
this problem of users having multiple accounts to access the
services they are using. A user can create an account for an
OpenID provider service and then they can use that account
on all sites that provide the support for authentication using
OpenIDs.

Decision to begin using OpenID has to be made by the
user, even though it is possible for services to only allow log-
ging in using OpenIDs. The fact that the user has to know
what an OpenID is and how to use it slows down the adop-
tion of the OpenID protocol. Even now there are millions of
potential OpenID users who have gotten their OpenIDs au-
tomatically from some service they are using, but they are
not aware of their OpenIDs or the fact that what they could
do with them. So in order for the OpenID to get traction
the users need to be educated about the possibility of using
OpenID for authentication and what services can be accessed
using OpenID.

A user might also want to give a service access to data
owned by the user and hosted on some other service without
giving the service requiring the access their credentials to
the service hosting their data. One possible solution for this
problem is the OAuth protocol, which provides a way for the
user to grant access to their data hosted on a service. Using
OAuth is almost transparent to the users, i.e., the user does
not need to know that they are using OAuth. Although to get
the benefits from having OAuth support the users need to be
educated to know what to trust.

KEYWORDS: OAuth, OpenID, authentication, authoriza-
tion

1 Introduction

People using the internet today have access to and are using
a wide array of different kinds of services. Some of those
services are such, that a user might want to access them, but
does not trust them enough to give them access to some of
their private data like their e-mail address or even their cre-
dentials. On the other hand the number of services is so large
that it would be useful to be able to use the same user iden-
tification for at least most of the services so that the user
does not have to remember so many credentials. OpenID
2.0 [2] promises to solve these problems. It gives the user

an OpenID identifier, which the user can use on every site
that supports OpenID authentication (act as OpenID Rely-
ing Parties). OpenID 2.0 does all this in a way that does not
give the site where the user is logging in access to the users
credentials for their OpenID provider.

There are also services for which a user might like to give
limited access to some data stored in another service they
are using. For example a photo printing service for which
a user wants to give temporary access to their photo storing
service. OAuth [1] is a solution for this problem of services
needing to access data stored on other services. The protocol
describes how controlled access to a data hosted on a ser-
vice can be given to another service without the user having
to give their credentials to that another service needing the
access.

Section 2 describes on a fairly high level how the OAuth
protocol works. Section 2.1 discusses OAuth from a user
point of view and in section 2.2 we discuss some security
concerns of OAuth. Then in section 3 we briefly describe
the OpenID 2.0 protocol. Followed by end user oriented dis-
cussion over OpenID in section 3.1 and with some security
concerns in section 3.2. And finally in section 4 we conclude
this study.

2 OAuth

OAuth [1] is a protocol which can be used by the users
of some service (Service Provider) to allow another ser-
vice (Consumer) to access the the Users data (Protected Re-
sources) stored by the Service Provider without giving their
credentials to the Consumer.

An example use case would be a photo printing service.
The photo printing service would be the Consumer. The user
has stored photos on a service in the internet. This photo
storing service would be the Service Provider and the photos
stored in that service would be the Protected Resources. Now
if the Consumer and Service Provider know of each other and
support OAuth the User can give the Consumer access to the
Protected Resources without having to give her credentials
for the Service Provider to the Consumer.

OAuth authentication is described in figure 1 and it has the
following steps.

1. The Consumer requests a Request Token from the Ser-
vice Provider.

2. The Service Provider grants the key to the Consumer.

3. The Consumer directs the User to the Service Provider.
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4. The Service Provider obtains the Users authorization
for the Request Token.

5. The Service Provider directs the User to the Consumer.

6. The Consumer requests to exchange the authorized Re-
quest Token to an Access Token.

7. The Service Provider grants the Consumer the Access
Token.

8. The Consumer can now use the Access Token to access
the Protected Resources.

Request
Request Token

Grant
Request Token

Direct User to 
Service Provider

Obtain User 
Authorization

Direct User to 
Consumer

Request
Access Token

Grant
Access Token

Access Protected 
Resources

Consumer Service Provider

1

2

3

5

4

6

7

8

Consumer/Service Provider

Person using a web browser

Figure 1: OAuth authentication [1]

There are some very well known services and companies
that act as OAuth Service Providers like Google1, YouTube2

(owned by Google) and MySpace3 to name a few. Google
also provides an OAuth Playground4 for trying out OAuth
step by step.

1http://www.google.com
2http://www.youtube.com
3http://www.myspace.com
4http://googlecodesamples.com/oauth_playground/

2.1 OAuth from end user viewpoint
From the end user viewpoint OAuth is almost transparent.
When using the service provided by the Consumer, the user
will just be redirected to the Service Providers site and
then redirected back after having successfully authenticated
themselves for the Service Provider and agreeing to giving
access for the Consumer. The user does not have to know
anything special.

For an ordinary user who is not so privacy concerned the
benefits of using OAuth might be left if the dark. If a user has
not cared up to this point what service they give their creden-
tials as long as that service seems trustworthy, why would
they change their behavior now. Of course more educated
users might demand implementation of OAuth from the ser-
vices they are using in order to protect their credentials. But
the ordinary users who are not so technically inclined or con-
cerned about their privacy seem to trust almost anything in
the internet. These ordinary users may have never heard
of OAuth, they may have never thought that something like
OAuth could be needed or that something like that could ex-
ist. These ordinary users happily give their Service Provider
credentials to the Consumers without ever thinking that they
could be able to use these Consumer services without giv-
ing them their credentials. So basically what OAuth needs
in order to gain traction is for the Service Providers to start
educating their users to use OAuth and demand OAuth im-
plementations from the potential Consumers.

2.2 OAuth security considerations
For the users of OAuth as for the users of almost any other
security or privacy measure, the biggest threat are the users
themselves. If a user does not care where they give their
credentials or if the user does not know what to watch for
then they might be fooled to think that they are using OAuth
even if they really are not. As OAuth heavily relies on the
redirects between the sites, users might grow accustomed to
the fact that they are redirected during a login process. A
malicious party might use this to their advantage by pretend-
ing that they are using OAuth and redirect the user to a page
that looks like a Service Providers page and in that way be
able to snatch the users credentials. It has been suggested
that OAuth could also be used so, that the user manually en-
ters the address of the Service Provider in their browser and
then also manually enter the Request Token on the Service
Providers site. This is supposed to be a more secure way for
the user, but it also makes the user experience a lot worse and
needs that the users are educated to always do things like that
(never ever believe where you are redirected to).

In a more elaborate scheme DNS spoofing, i.e., fooling
the user to another site by sending fake DNS information for
them, might be used to spoof the Service Providers address
and then fool the users to give their credentials to the fake
Service Provider when they are trying to use the Consumer.
Using transport layer security on both the Consumer and Ser-
vice Provider and also between them should help against this
kind of attacks.

Even though the OAuth specification defines some ways
to sign the OAuth request they are not the only ways to do
it. So if for example the current signing methods for OAuth
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(HMAC-SHA1 and RSA-SHA1) are proven to be not safe
enough, then the signing methods can be changed without
changing the actual protocol itself. There is also a possibility
to use plaintext signing, but in that case the transport between
the Service Provider and the Consumer definitely needs to be
secured.

The OAuth specification has an appendix which addresses
security concerns about the protocol and gives guidance on
how to use the protocol securely. The specification for exam-
ple suggest using transport layer security between the Con-
sumer and Service Provider in order to protect the tokens
and other data during the authentication. However since the
answer to most of the concerns listed in the specification is
employing transport layer security they could have made it a
mandatory requirement for the protocol.

3 OpenID 2.0
OpenID [2] provides a way for users to identify them selves
for services on the internet (Relying Parties) with their
OpenID Identifier without the User having to give their user
credentials or other private information for the Relying Party.
The User can choose which OpenID Provider to choose and
can switch the Provider if they so desire preserving their
OpenID Identifier. OpenID is decentralized so there is no
party that controls the whole scheme and there is no central
authority who could or should approve Relying Parties or
Providers.

OpenID 2.0 authentication is described in figure 2 and it
has the following steps.

1. The End User initiates the authentication by presenting
a User-Supplied Identifier

2. The Relying Party normalizes the User-Supplied Iden-
tifier and performs discovery to find out the OpenID
Provider used by the End User. At this point the Relying
Party could establish an association with the OpenID
Provider by using Diffie-Hellman Key Exchange. The
OpenID Provider could then use this association to sign
all the subsequent messages.

3. The Relying Party directs the End User to the discov-
ered OpenID Provider together with an OpenID authen-
tication request.

4. The OpenID Provider authenticates the user.

5. The OpenID Provider directs the End User back to the
Relying Party with the details on whether the authenti-
cation succeeded.

6. The Relying Party verifies the information received
from the OpenID Provider. The information can either
be verified based on the signature if the Relying Party
and OpenID Provider have established an association,
or the verification can be done by sending a direct re-
quest to the OpenID Provider.

7. The user is now authenticated and can continue using
the services provided by the Relying Party.

End user enters an 
Identifier

Perform discovery

Authenticate end 
user

Direct end user to 
OpenID Provider

Relying Party OpenID Provider

1

3

5

Direct end user to 
Relying Party

Verify information 
received from OP

4

2

End user is 
authenticated

6

7

Consumer/Service Provider

Person using a web browser

Figure 2: OpenID 2.0 authentication

OpenID foundation has some very well known important
corporate board members like Yahoo!, Microsoft, Google,
Verisign and IBM5. Some of those board members like Ya-
hoo! and AOL also provide OpenIDs for all of their users6

making the potential user base for OpenID fairly large.

3.1 OpenID 2.0 from end user viewpoint
In contrast to OAuth’s somewhat transparent behavior from
the end users viewpoint, OpenID needs the user to know that
they have an OpenID account, what it is, and how to use it.
So even though OpenID has millions of potential users (af-
ter Yahoo! started as an OpenID Provider in January 2008,
the number of OpenID accounts was 368 million[3]) most
of those users probably do not even know that they have
an OpenID account let alone having ever heard of OpenID.
Some user confusion might also stem from the fact that not
all OpenID Providers are OpenID Relying Parties. So for
example even if Yahoo! is an OpenID Provider one can not

5http://openid.net/foundation/
6http://openid.net/get/
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login to Yahoo! using some other OpenID Provider. Saying
that Yahoo! supports OpenID does not tell the whole truth.
OpenID can not really get traction until more big popular
sites also act as Relying Parties.

For the user it might seem odd, at least in the beginning,
that they need to type in addresses to websites or at least
similar looking strings to be able to log in to sites acting
as OpenID Relying Parties. But, as they get used to it, the
odd feeling is at least supposed to go away and be replaced
with a better user experience including a kind of semi single
sign-on. This semi single sign-on comes from the fact that
if the user has authenticated to the OpenID Provider they
do not need to re-authenticate when they move to another
Relying Party. They just need to tell that other Relying Party
their OpenID Provider and they are supposedly good to go.
From an ordinary users point of view the fact that they really
only need one account is the most important selling point of
OpenID. Only then comes the fact that the user only needs
to trust their credentials to one site.

There is however one problem in trusting one OpenID
Provider to control login to all the sites a user are using. If
the users OpenID Provider is down, they can not access any
of the services they have been using with their OpenID ac-
count from that Provider. This is one of the biggest problems
from the end user viewpoint, although they might not even
think about it. But if OpenID gains more use and one of
the big OpenID Providers goes down, then users will realize
how fragile the system really is. Even though the promoters
of the protocol are saying that OpenID is decentralized and
the user is not dependent on any one Provider and can change
their Provider if they so choose, changing their Provider on
the fly if the original Provider is down might just prove to be
impossible.

Yahoo! and Google have both done user experience and
usability research on OpenID [4][5]. Both of the research re-
sults share the same view that the concept of OpenID, while
intriguing, is not something that is clear to the normal users.
Users do not know the OpenID brand, they know the brand
of their OpenID Provider. So in order for the users to under-
stand that they can use their OpenID to login to a OpenID
Relying Party they need to be able to see the brand of their
OpenID Provider on the site of the Relying Party. Even
though users are not limited to using the OpenID Providers
which brands they see, the fact that users do not know what
OpenID is makes OpenID basically much less flexible to the
Relying Parties, since in order to properly use a new OpenID
Provider a Relying Party needs to re-design their login page.

The research by Yahoo! and Google also point out the
fact that when presented with the brand of their OpenID
Providers, the users happily type in their Provider username
and password in to the login screen of the Relying Party.
This provides even more user confusion as the users are not
logged in and are possibly shown an error telling about in-
valid login. This also shows how easily users are willing to
give out their credentials to other sites without ever thinking
twice. Both research articles are discussing and describing
ways on how to improve the OpenID user experience but
there still seems to be a long way to go, before users are edu-
cated away from their old habits of just giving their username
and password everywhere.

3.2 OpenID 2.0 security considerations
Having one account to access every service sounds nice as
long as the user stays in control of that account. If some-
one manages to steal their credentials they are using for the
OpenID Provider, and do that without the user knowing it,
then that someone can do almost anything in the users name,
as long as the user does not get a whiff of it. Someone having
stolen a users credentials might even act as them on sites they
have never visited making noticing the identity theft even
harder.

For OpenID it is also important that the user is educated
on the potential dangers of misusing their credentials. The
OpenID Providers need to invest in educating their users and
stressing out that they should never give their credentials to
any other party than their own OpenID Provider. The educa-
tion also needs to have information on how the user can be
sure that they are indeed accessing the service provided by
their own Provider.

As is the case with OAuth also OpenID relies heavily on
redirects between the sites of the OpenID Providers and the
Relying Parties. This teaches the users to take it as a normal
behavior in the login phase so a user might not be wary of
the dangers when they are redirected to a untrustworthy site
which looks to be trustworthy.

The OpenID protocol allows for anything or anyone to be
an OpenID Provider. This leads to the fact that an OpenID
Relying Party must actually choose whether or not they can
trust on an OpenID Provider. Since OpenID protocol does
not specify how a user is authenticated, creation of a Provider
where no authentication is happening at all is possible. So
this in essence makes OpenID less open than the specifica-
tion says, as the OpenID Relying Parties will constrain the
allowed set of OpenID Providers to some well know parties.

As is the case with OAuth, OpenID is also susceptible
to DNS spoofing attacks. If someone is able to make a
user think that they are giving their credentials to their own
Provider then that someone may be able to steal the users
OpenID. So using a OpenID Provider with transport layer
security and proper certificates is a must in order to shield
the users from the threats of the internet.

The OpenID 2.0 protocol specification discusses these
same security concerns and also some others and does not
provide any other answers to these concerns than user edu-
cation and transport layer security between the Provider and
the Relying Party. These two key facts with some other good
guidance provided by the specification should make the pro-
tocol secure enough for most uses. However as is the case
with OAuth, if transport layer security answers to almost ev-
ery security concern, why not make it a mandatory part of
the protocol.

4 Conclusion
Both OAuth and OpenID, while similar in action, promise to
provide solutions to different problems in handling a users
identity or identities in the internet.

The main selling point for OpenID for ordinary users
seems to be that the user only need to remember a limited
set of credentials to access the sites that do support OpenID

21



TKK T-110.5290 Seminar on Network Security 2008-12-12

authentication. There are additional selling points for more
technically inclined or more privacy oriented people, like the
ability to choose their authentication provider (or even be
one themselves) and the fact that the user does not need to
supply their credentials to any other party than the one they
have decided to trust. For people who are more technically
inclined the security of OpenID is fairly good, but if a user
does not know what to watch for, they might be giving their
credentials to spoofers and then the spoofers have even more
sites to act on as the user. This means that users of OpenID
need to be educated on how their OpenID should be used and
how it should not be used. Also OpenID has the problem of
having a single point of failure, which is, from the users point
of view, the users OpenID Provider.

For OAuth however there does not seem to be such a
strong selling point among the ordinary users. For some rea-
son the ordinary user seems to trust the services they are us-
ing in the internet even though they should know not to do so.
But with proper education to the users and how they should
protect their credentials the adoption and approval of OAuth
in the internet is probably going to rise. Again the people
who are more interested in their privacy are more eager to
adopt and request the services they use to use technologies
like OAuth. Although here OAuth differs from OpenID since
a user can be using OAuth even though they do not know
anything about it, whereas OpenID needs that the user un-
derstands the concept.

Both of the protocols have currently some big players
backing them, but only time will tell whether OAuth and
OpenID will become mainstream protocols used by the ma-
jority of the internet or whether they will remain as niche
protocols for some technically inclined users. It seems that
the key issues that will make or brake these protocols are
making them easy enough to use and educating the users
about the benefits of using these protocols.
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Abstract

Despite of the elegance and success of current Internet, fail-
ure to scale and security vulnerabilities made re-engineering
of the Internet one of the main focus of the research com-
munity today. Extensive research in the field of building
trust and accountability in the future Internet is going on
and resulted in various secured network layer protocols such
as HIP (Host Identity Protocol), AIP (Accountable Internet
Protocol) and PLA (Packet Level Authentication). However,
most of the security aspects in these protocols are heavy in
resource consumption. With the advent of more and more
mobile devices capable of networking, its of utmost impor-
tance to keep in mind the interoperability of resource con-
straint devices while designing such protocols. Although
future Internet has received much effort, enabling resource
constraint devices in it did not receive a fair share. In the
future era of all-IP networking, Internet tablets, and smart
phones the use of a protocol specially designed for resource
constraint devices would be inevitable. This paper will be
concentrating on designing such a network layer protocol
named Lightweight IP or LIP for resource constraint devices
keeping the current trend of identity based protocols as a
base.

KEYWORDS: LIP, lightweight Internet protocol, Resource
constraint device, Trust, Accountability, Mobility

1 Introduction

As elegant and simple as it is, the Internet architecture has
been a huge success and served the community with extreme
efficiency. But from security point of view, the architecture
is riddled with much vulnerability. The extremely simple
core of the Internet does not have any security feature built
into it, which allows a radical amount of attacks engineered
each day with increasing amount of risk. And the attackers
are confident on attacking the network due to the fact that
with current architecture, it’s never easy to locate an attacker
based on their IP address. Originating untraceable spam is as
easy as using tricks such as onion routing [23, 19] and route
hijacking [18].

On the other hand, the Internet was not built for the mo-
bile age of today either. When the Internet was engineered,
most of the terminals were fixed to an infrastructure and it
was highly unlikely that a host would be mobile. However,
throughout the last decade, mobile computing and nomadic
networking have been becoming more common. People are
using handheld devices such as mobile phones, PDAs and

laptops for connecting to the Internet using various types of
access networks. In between the connected periods, these
devices often experience disconnected state. These intermit-
tently connected devices pose a new level of challenge to
the traditional Internet architecture. The Internet as of today
is not capable of supporting intermittently connected mobile
devices without losing precious resource. Most of the pro-
tocols used in the Internet, such as IP [16] and TCP [17],
do not perform well in presence of intermittently connected
devices or moving hosts.

These problems are widely discussed in the Internet com-
munity and many solutions have been proposed [21, 5] to
prevent the threats and to enable the current network to sup-
port mobile devices. But almost all of them are ad-hoc so-
lutions trying to address only one kind of problem at a time.
Another problem of these intermediate solutions is that they
tend to destroy the basic argument of the Internet - the fa-
mous "end to end argument" - which dictates that the net-
work should be simple at the core and the intelligence should
be at the edges [4]. And to make it even worse, most of the
new protocols today are being developed by not taking into
consideration the resource constraint devices which are be-
coming more and more common these days.

To address the security vulnerabilities of the Internet and
to make it capable of handling nomadic networks grace-
fully, what is needed is to re-engineer the underlying technol-
ogy so that security features can be built upon it easily and
mobile devices can roam around the network easily. This
paper presents a novel network layer protocol named LIP
(Lightweight Internet Protocol) based upon the current trend
of research community such as HIP (Host Identity Proto-
col) [14], AIP (Accountable Internet Protocol) [2] and PLA
(Packet Level Authentication) [13] while keeping in mind
the requirement of supporting mobile devices and their low
processing power. The proposal uses two experimental fea-
tures of TCP namely TCP User Timeout Option [7] and TCP
Retransmission Trigger [8] to achieve better performance
in intermittently connected network [20]. For creating ac-
countability, we use AIP-style cryptographically generated
addresses. However, to make the scheme suitable for re-
source constraint devices, we propose a modified version of
cryptographic operation based on ECC (Elliptic Curve Cryp-
tography) which is lightweight and easy to compute in a con-
strained environment.

Section 2 analyzes the requirement of such a protocol and
then discusses about the architectural decisions while sec-
tion 3 describes in more detail the security feature built into
LIP. Section 4 casts light on the mobility features of LIP. Our
overall approach to the protocol architecture and its applica-
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bility is discussed in section 5. At last, section 6 containsthe
concluding remarks.

2 Lightweight Internet Protocol

To address the inherent security problems in the current In-
ternet architecture, we propose a new network layer proto-
col which derives its characteristics from the current trend
in protocol stack design - namely the "trust to trust" design.
Furthermore, envisioning the ubiquitous pervasive comput-
ing in future world using small devices with weak proces-
sors, we also strive to make the protocol as lightweight as
possible without sacrificing much of the security require-
ments.

2.1 Requirement Analysis

The requirement analysis of LIP is greatly influenced by
the trust-to-trust paradigm of network architecture. Further-
more, in every step of the analysis, usability for battery-
driven wireless devices were kept in mind.

Intrinsic Security: The protocol should provide intrinsic
security features. The end points should be accountable for
the packets they are generating and the data packets should
be resistant to forgery. Any misbehaving host should be
detected quickly. Any intermediate node should be able to
check data packets for authenticity similar to PLA [13]. The
security model should not be similar to IPSec [12] where
only the end points can check the packets for integrity and
authenticity. This requirement is necessary to get rid of ma-
licious packets as early as possible saving the bandwidth of
the network.

Lightweight Cryptography: The cryptographic opera-
tions required for the protocol should be lightweight but se-
cure enough. The requirement of lightweight crypto comes
from the fact that the protocol is designed by keeping in mind
small-scale mobile devices. In addition to that, the crypto
functions should be fast enough to keep up with the wire
speed.

Mobility: Host mobility is becoming more and more in-
evitable in this age of handheld resource constraint devices.
Users are no longer attached to a fixed terminal but they use
many battery powered smart devices which can connect to
network. It is desirable that any modern protocol supports
user mobility while keeping the connection alive.

Performance in Intermittent Connectivity: Resource
constraint devices tend to be mobile and tend to hop from
one access network to another. The connectivity also tends
to be disrupted sometimes as they move between access net-
works. Current protocol stack is unable to retain the con-
nection alive while the devices change their network layer
address and experience a disconnected phase intermittently.
The new protocol should have the provision to support this
kind of environment.

Payload Security: As an optional feature, the protocol
should also support security of the payload using suitable
encryption method available, depending on the processing
power of the device. This feature is made optional because
many lightweight devices do not have the resources to spend
for encrypting the whole payload.

2.2 Architectural Overview

LIP is designed to support a network architecture depicted in
Fig. 1. The hosts would be mobile or fixed, the connection
to the network may be disrupted any time and the network
should be secure and accountable. The host can be battery-
powered, low processor device. To perform well under these
extreme conditions the following design decisions has been
made.

2.2.1 Addressing

LIP borrows the addressing style from IPv6 [6, 1] and AIP
[2]. The address of hosts consists of two parts, namely, do-
main and host (Fig. 2). But unlike current IP addresses, the
host part is always connected to a host rather than a location.
So, when a host moves the host part of the address remains
same. The host part of the address is constructed from two
sources. First one is the public key of the host and the second
part comes from the interface physical address as is done in
IPv6. This allows the address to be self certifying as well as
make it possible for each host to be multi-homed. The pub-
lic key portion of the address is allocated to each host by a
TTP (Trusted Third Party), which we will discuss more on a
later section. A more extensive description of this approach
of address generation, which is referred to as CGA (Crypto-
graphically generated address), can be found at [3].

2.2.2 Position in a protocol stack

LIP positions itself under the transport layer protocols inthe
OSI protocol stack as it is a network layer protocol. It uses
standard IP header fields along with some extra features to
allow it provide the requirements necessary for a secured
network. If used with an IPv6 stack, it is also possible to
add the extra features of LIP as an extension of the IP header
(Fig. 3). A simple change in IPv6 addressing structure would
enable it to be used along with LIP features. Rather than ex-
tracting the host part of the IPv6 address from the physical
address of the interface, cryptographically generated public
key of the host assigned by a TTP is used with LIP. In that
case, it would be possible to implement LIP over any func-
tional IPv6 environment. But for other scenarios, such as
IPv4 environment, the network layer of the protocol needs to
be changed to LIP implementation.

Figure 1: Network Architecture to be supported by LIP
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Figure 2: LIP Address structure

2.2.3 Header Fields

Almost all the fields of an IP header are retained as manda-
tory fields on LIP header. Along with those, some addi-
tional fields similar to PLA [13] is added. LIP uses a ver-
ification model similar to PLA to remove the per-packet ver-
ification process and various security vulnerabilities of an
infrastructure-less protocol such as AIP. In this way, the pro-
tocol would require much less bandwidth than AIP while
keeping the ability to verify the authenticity of packets at
any point of time using the certificate inside the header fields.
Additional fields in a LIP header are TTP certificate which is
used for checking the authenticity of a packet by contacting
the TTP, timestamp to ensure timeliness of the packets and
restrict duplicity, sequence number to hinder replay attack,
and a signature with the sender’s private key for integrity.
More detailed description of these fields can be found in [13].

2.2.4 Mobility

The provision for mobility is one of the basic requirements
for any modern network layer protocols today. LIP incorpo-
rates this requirement by using a specially designed address-
ing structure which allows hosts to be mobile but keep the
same host address. Other intricacies of mobility adopted in
LIP is described in section 4.1.

2.2.5 Provision for intermittently connected device

As discussed earlier, current TCP/IP implementation is not
suitable for intermittently connected devices due to the fol-
lowing reasons:

1. Changing domain causes network layer address to
change

2. After certain period of disconnection, TCP decides a
connected to be stale and aborts that [22]

3. TCP waits for retransmission timer to go off before
starting to retransmit to a reconnected host [15] which
sometimes causes loosing precious connected period

LIP uses two experimental features of TCP named TCP
User Timeout [7] and TCP Retransmission Trigger [8] to get
around these problems. More on the solution can be found
in section 4.2.

3 Security Features of LIP

The main goal of trust to trust paradigm of LIP is to make the
network secure and trustworthy, which leads to a whole sec-
tion dedicated to LIP’s security features. One of the promi-
nent design criteria of LIP is also to make it lightweight. LIP
tries to create a fine balance between highly secured and eas-
ily computable cryptographic methods. The cryptographic

Figure 3: LIP as an extension of IPv6 Header

operations carried on in different phases of LIP operation
are stated below along with the recommended methods for
doing so.

3.1 Cryptographic Operation and Address
Generation

As stated before, LIP addresses are cryptographically gen-
erated addresses. When a new device is bootstrapped in an
LIP environment, it first generates a public/private key pair
for its own use. The public key is used as its own host iden-
tification and the domain part of the address comes from the
nearest router or gateway router. As the length of the public
key can be variable, so optionally LIP hosts can use a hash of
the public key to make it a fixed width address. Alternatively,
the smaller devices can just generate fixed length public key
to avoid hashing. A bit in the header field can be used to
indicate whether the address has been hashed or not. Rest of
this section discusses about the cryptographical choices that
had been made for LIP.

Public key cryptography is one of the most exquisite in-
novations of the last decade. It allows establishing a secure
channel without sharing any key between the parties. But
the downside of this kind of cryptography is heavy computa-
tion. They depend on operations which are not reversible or
at least very hard to reverse. Operations used in public key
cryptography includes discrete logarithm or factoring large
primes. Among public key cryptographic algorithms, ECC
(Elliptic Curve Cryptography) showed the most promise in
the recent years due to the use of very short keys for high se-
curity level. It is also the most attractive cryptographic oper-
ation for lightweight devices because of its smaller operand
length and relatively lower computational requirements. In
LIP, we propose to use ECC as a cryptographic algorithm for
signing and verification of the packets.

3.1.1 ECC Primer

We will give a very short primer to ECC which may be re-
quired to understand the following sections. For further clar-
ification of ECC many extensive resources are available such
as [11].

An elliptic curve over a finite field GF, i.e., a Galois field
of order q, is composed of a finite group of points (xi, yi)
which satisfies the long Weierstrass form:

y2 + a1xy + a3y = x3 + a2x
2 + a4x + a6 (1)

where the coefficientsai are elements inGF(q). The equa-
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Table 1: ECC scalar point multiplication performance [9]
Field Multiplier Combinational Logic Blocks Point Multiplier Time(s)
Software Multiplier Binary 6.039

NonAdjacent Form 5.031
163 X 163 Multiplier 245 Binary 0.264

NonAdjacent Form 0.224
163 X 163 4 digits 498 Binary 0.183

NonAdjacent Form 0.115

tion 1 can be shortened to the following due to the fact that
most of the time theq in GF (q) is prime:

y2 = x3 + ax2 + b (2)

wherea, b ǫ GF (q).
Elliptic curve operations are closed under arithmetic oper-

ations. Details of operations can be found in Elliptic curve
literature. The operation of ECC relies on the fact that given
pointsP andQ in group, it is hard to find a numberk such
thatQ = kP .

Elliptic curve operations are used to generate and verify
digital signatures. The operations for generation and verifi-
cation are given below.

If John wants to send a signed packetm to Jane, they must
first agree upon the curve parameters with base pointP . The
field is GF(P ) and the order ofP is q. And John should
have the ECC public and private key pair precomputed. Lets
say the pair is(x,Q) where the public keyQ = xP . The
signature generation algorithm is as follows:

1. Select a random integerk from [1, q − 1]

2. Calculater = x1(mod q), where(x1, y1) = kP . If
r = 0, go back to step 1

3. Calculates = k−1(HASH(m) + xr)(mod q), where
Hash is an one way cryptographic hash function, such
as SHA-1. Ifs is 0 then go back to step 1

4. The signature pair is(r, s)

To verify the packetm sent by John, Jane has to perform the
following verification algorithm:

1. Verify thatr ands are in the range[1, q − 1]. If not, the
signature is not valid

2. Calculatew = s−1 modq

3. Calculateu1 = ew mod q, wheree = HASH(m) and
u2 = rw modq

4. Calculate(x2, y2) = u1P + u2Q

5. The signature is valid ifr = x2 (modq), invalid other-
wise

3.1.2 ECC implementation parameters for LIP

For lightweight devices, we assume that medium term secu-
rity measures such as 163 bit ECC is enough because of the
relative ease of the computation process. If for some reason,

greater security level is required, application level security
or IPSec is always available to use. As suggested in [9],
we decided to use binary field arithmetic rather than a prime
field because of the advantage of carry free arithmetic and
also simplified squaring structure. Eisenbarth et al.[9] pro-
poses a design of ECC for lightweight devices, which sug-
gests three approaches to implement a lightweight ECC al-
gorithm. First one is using a dedicated hardware coprocessor
for doing cryptographic operations which would be too much
expensive for mobile devices. Second option is to use a fully
software implementation of ECC which is a really cheap so-
lution and does not require any extra processor, but has the
downside of being slower than the hardware version in order
of magnitudes and being processor-hungry. The third option
is a combination of software and hardware where the most
expensive operations of ECC are done in a dedicated hard-
ware module and other operations are done in software. This
option seems to be the most reasonable one for LIP where
a little amount of extra hardware can accelerate the whole
cryptographic operation while keeping the most of it in soft-
ware modules and thus minimizing the cost.

The core operation of ECC is multiplicationk×P , where
k is an integer andP is a point on an elliptic curve. And
according to the software realization of ECC done by the au-
thors of [9], the software realization of GF(2m) multiplica-
tion is the most expensive operation of all as depicted in table
1. Consequently, it is logical to adopt this approach of imple-
menting the GF(2163) multiplier in hardware while keeping
all the other operation of ECC such as addition, inversion
and reduction in software. For curve multiplication, Jaco-
bian projective coordinates are used to avoid frequent use of
inversion which is expensive in software. For the hardware
implementation of multiplier, there are alternatives where we
can use a bit serialized multiplier where only one bit of multi-
plicand is used in each iteration, or use digit-serial multiplier
where multiple bits are multiplied at each iteration. We have
adopted the second option as it produces much better per-
formance (table 1) without increasing the area requirement
much.

As shown in table 1, huge performance gain is possible
using a small amount of hardware in the range of 250 to 500
extra combinational logic blocks, which also saves a huge
amount of processing power and thus reducing battery power
consumption. Even if we use the same cryptographic verifi-
cation process used in PLA without any optimization, which
uses three point multiplications per signature verification, it
is possible to verify around three signatures per second as
the hardware can perform around nine multiplications in a
second.
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3.2 TTP Certificate

After generating public key pair for using as address, next
step would be to retrieve a TTP certificate which will allow
the routers in the path of data packets to verify the authen-
ticity of the packets. Use of fixed infrastructure such as the
TTP can be sometimes unrealistic, especially when the net-
work is highly mobile and the devices don’t have any chance
to contact any TTP. To avoid this scenario, it is also possible
to use self certified addresses. Verification of certificatescan
be done at any intermediate routers by contacting the TTP
and presenting the certificate. In case of unavailability of
any TTP, the nodes can still continue to perform and wait for
any time frame when a TTP is available for any of the nodes
of the network, and then others can also verify their certifi-
cates using P2P refresh. The functionality of P2P refresh is
as follows:

P2PRefresh: "At any point of time, in any place along
the route of a packet, it can be verified by any router without
contacting the source or destination" - to achieve this philos-
ophy, each packet contains a certificate from a TTP which
certifies the authenticity of the signature of the sender on the
packet. For verifying the certificate the intermediate nodes
must contact the TTP. But, in mobile environment it can be
a problematic scenario because in many cases the network
may be an ad-hoc network and there may not be any connec-
tion to any infrastructure node or the Internet. To overcome
this limitation, we propose a form of P2P refresh where the
peers are refreshed from one another if any of them has a
connection to the infrastructure node.

Until the nodes have access to the TTP or the Internet, they
function normally without verifying the certificate. If any
security-critical packet arrives without verifiable certificate,
the destination node can decide to drop it or use it by keeping
track of the certificate for future reference. Whenever any of
the nodes of the ad-hoc network gets in range of the Internet
or an infrastructure node, it starts validating its own stored
certificates and also sends signal to other nodes inside the
ad-hoc network announcing its connectivity to the outside
world. All the other nodes, as a response, start to refresh their
collection of certificate verification through the announcer
as shown in Fig. 4. Thus, any node storing certificates for
security critical data can now verify the certificate and can
optionally rollback the operations that it has done with the
packets for which the certificate cannot be verified.

3.3 Accountability

Creating accountability in a network refers to the non-
repudiation of hosts. Once a host sends a packet to the net-
work, it is always possible to verify that the packet is actually
sent by that very sender and none else. And from the sender’s
perspective it should be undeniable. In LIP, this feature of
security is built into the protocol by the use of cryptograph-
ically generated addresses and TTP certificates as discussed
earlier.

3.4 Payload Integrity Check

The integrity of the payload can be checked by verifying the
signature on the packet. The sender signs the packets using

Figure 4: Peer to Peer refresh for certificate authentication

their private key and the public key is the sender’s address
itself. So the verifiers just have to extract the public key from
the address and then verify the signature on the packet to
know whether the payload is changed or not.

4 Mobility Features of LIP

One of the main reasons why resource constraint devices are
resource constraint is mostly because they are mobile and
it is not possible to attach then to a power source all the
time, which leads to a battery-driven device. Consequently,
it is inevitable that any network layer protocol designed for
resource-constraint devices must have mobility management
built into it. In this section of the paper, the mobility features
of LIP will be discussed in more detail.

4.1 Mobility

Mobility in LIP is handled similar to HIP [14, 10]. Two
types of mobility was taken into account while designing
LIP, namely, macro and micro-mobility. The reason behind
differentiating two types of mobility is the necessity for sig-
nalling and hand-off. In case of macro-mobility the mobile
host travels away from one domain to another and so a dras-
tic step needs to be taken to keep the connection alive while
in micro-mobility the host merely changes its access point
within same domain which can be handled much more eas-
ily.

4.1.1 Macro mobility

When a user moves from one administrative domain to an-
other, even in LIP environment, its address changes due to
the domain part of the address. The mobile host needs to ini-
tiate a process to let the connected peers know about its new
address so that the ongoing connections can continue. It can
be done using a handshaking process. The mobile host sends
a update message to the corresponding host containing his
new address, in return the corresponding host sends a echo
request message to the new address to verify whether the
host is actually available at that address. In return, the mo-
bile host sends a third update message containing the echo
reply. The update messages from the mobile host also con-
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Figure 5: Three way handshake for mobile address change

tain the certificate of new TTP for the routers along the path
to verify. Fig. 5 depicts the whole process of update.

4.1.2 Micro mobility

In case of micro mobility where mobile hosts are moving
within a single domain, the signaling described above can be
quite expensive. As we are dealing with lightweight devices
which are expected to be mobile all the time, we cannot de-
pend on the above process of mobility-handling always be-
cause it takes too much bandwidth and may not be always
suitable for small devices. On the other hand, due to the ar-
chitecture of LIP and its use of public key as the host part of
the address, if a user moves within the domain the address
of the device will not change at all. The only update that is
needed is the change of Access Point. If the host moves from
the range of one AP (Access Point) to another AP, then the
AP needs to signal the router about the new terminal in its
range so that the router can update its internal routing table.
The corresponding hosts would send the data traffic to the
domain gateway as before, just the data needs to be routed to
a different AP within the domain.

4.2 Prevention against intermittent connec-
tion

A common feature of small mobile devices is that they are
often intermittently connected, i.e., they get disconnected
while people travel with them, or switch them off and on
again. Traditional TCP/IP is not suitable for handling this
type of scenario. The shortcomings of traditional protocol
stack with intermittently connected devices are outlined be-
low:

1. Whenever a user switches between access networks tra-
ditional IP address (IPv4) needs to be changed and con-
sequently, the transport layer connection breaks.

2. TCP defines a system-wide Timeout which specifies the
maximum time that data may remain unacknowledged
by a peer. After the timeout expires, the connection is
considered stale and system resources are reclaimed by
aborting the connection. In this way, any temporarily
disconnected peer can be considered lost and thus the
transport layer connection would be aborted.

3. Another type of timer in TCP, namely Retransmission
timer specifies that if a host stops receiving acknowl-
edgements from a peer, it tries retransmitting the packet
only after a predefined retransmission period. It does
not matter whether the peer gets connected again long
before the retransmission period ends; the first retrans-
mission happens only after the timeout which results in
idle connected time and underused resources.

LIP does not suffer from the IP address change scenario
(problem 1) due to its address structuring. So the connec-
tion abort is not a factor in LIP environment. To address the
problem caused by the TCP timeout option (problem 2), LIP
uses the TCP User Timeout Option [7] in a way as proposed
in [20]. This option allows hosts to exchange per-connection
timeout requests which enable mobile hosts to maintain TCP
connections between disconnected periods longer than the
default timeout. When a host knows that it would be in-
termittently connected, then it negotiates a suitable timeout
value with the server it is connecting to based on empiri-
cal basis. To alleviate the problem of retransmission delay
(problem 3) TCP retransmission trigger [8] is used. It pro-
poses to attempt speculative, additional retransmissionsin
case of a restored TCP connection to a previously connected
device. This behavior tries to send retransmission packets
whenever the TCP implementation detects a restored con-
nection rather than waiting for the system wide retransmis-
sion timer to go off. According to the practical implemen-
tations done by [20], it has been shown that including these
features raise the performance of intermittently disconnected
devices up to 86%-96% of constant connectivity.

5 Discussion

The design of LIP has been engineered by keeping in mind
the lightweight mobile devices with low processing power.
Use of public key as the host address enables auto configura-
tion of the devices as well as allows the secured trust enabled
networking paradigm to be used. This type of addressing
scheme also enables address to be used as an identifier of the
device rather than as a locator. The paper proposes use of
ECC as a key generating and verification process and elab-
orates an implementation of highly lightweight version of
ECC. Along with cryptographically generated addresses, a
certificate from a trusted third party is included in the header
of LIP which enables any intermediate nodes in the path of
the packet to verify and authenticate the packet. The use
of trusted third party is necessary to reduce the amount of
computation in the devices. This paper also proposes a way
to carry on data communication in case of an ad-hoc net-
work, where the nodes do not have access to infrastructure
nodes, using P2P refresh process. The mobility of the hosts
are handled much similar to the way as HIP does it, using
a three way handshake for macro mobility and a local ren-
dezvous point for micro mobility. This feature allows hosts
to roam around the network without having to acquire new
network layer address and establishing a new connection
each time. The possibility of intermittent connection has also
been taken into account. As small devices tend to be turned
off by the user or due to power saving mode pretty quickly,
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so they experience disconnection in between their connected
mode. To recover from the performance loss due to this kind
of disconnected period, LIP uses TCP user timeout and TCP
retransmission trigger.

6 Conclusion

In the coming age of pervasive computing and all-IP net-
works, the need for a network layer protocol which is in-
herently secure and lightweight is unavoidable. This paper
outlines such a protocol with the relevant features such as
security, accountability, mobility and energy efficiency for
mobile devices. Although not very extensively, this paper
casts light on the implementation of the most important fea-
tures of the proposed protocol which makes LIP suitable for
lightweight devices. The research area is not ripe enough and
more work needs to be done in the future to further optimize
the different techniques specified here to support energy ef-
ficiency without sacrificing any of the properties.
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Abstract

The growth of information and services on the Internet is ac-
companied by concerns over privacy. Traffic analysis is a
key threat to the right to privacy. Traffic analysis and eaves-
dropping techniques can be used to attack secured systems,
extract secret information of the user and be used to abuse or
spam systems. Onion Routing can support anonymous com-
munications over public networks by providing near real-
time and bi-directional anonymous TCP connections that are
resistant to both eavesdropping and traffic analysis attacks.
This paper presents a technical description of Tor protocol
which is based the design of Onion Routing protocol, that
not only protect the privacy of the sender and recipient of a
message but also the message content as it traverses through
the networks. Thus, it provides untraceability; unobservabil-
ity to the user on the move. In addition, it allows user to run
and access hidden services and gives censorship resistance.

KEYWORDS: Privacy, Onion Routing, Tor, Anonymous,
Traffic Analysis

1 Introduction

The most popular uses of the Internet over the last few years
have been email and web browsing. Therefore, to ensure
communications privacy, there is a need of an anonymity in-
frastructure to enable users to perform these activities free
from intrusion by various attackers. Internet communica-
tions can be encrypted, so that an attacker can not extracts
the content of these commuunication. HOwever, this still re-
veals the fact that two parties are communicating. Moreover
encryption solves only part of the anonymity issue: It hides
what is being said, but not who is communicating. Traffic
analysis and eavesdropping techniques can be used to attack
secured systems, extract secret information and be used to
abuse or spam systems [5]. By using Tor and Onion Routing
concept, Anonymous services take that next step to protect
the parties in an online communication.

Onion Routing (OR) is a traffic protection system devel-
oped and prototyped by the Naval Research Laboratory. It
uses a forwarding-and-mixing approach first proposed for e-
mail by David Chaum in [4]. Onion routing accomplishes
privacy according to the principle of David : messages travel
from source to destination via a sequence of proxies (onion
routers), which re-route messages in an unpredictable path.
To prevent an adversary from eavesdropping on message
content, messages are encrypted between routers. The ad-
vantage of onion routing (and mix cascades in general) is that

it is not necessary to trust each cooperating router; if one or
more routers are compromised, anonymous communication
can still be achieved. This is because each router in an OR
network accepts messages, re-encrypts them, and transmits
to another onion router. An attacker with the ability to mon-
itor every onion router in a network might be able to trace
the path of a message through the network, but an attacker
with more limited capabilities will have difficulty even if he
or she controls one or more onion routers on the message’s
path. The current state of the art in anonymous networks is
Tor, the second generation onion router project based on the
onion routing concept. Routing in Tor is done at the transport
level in the protocol stack and only supports TCP. Applica-
tions using Tor protocol access the network through a web
proxy interface called Privoxy. It means that all applications
can use Tor for anonymous communication with the support
of these web proxies. Also these application does not need
to be modifiled in order use Tor services. Tor gives privacy
to the mobile user by adding perfect forward secrecy, con-
gestion control, directory servers, integrity checking, config-
urable exit policies and a practical design for location hidden
services via rendezvous points [6].

The rest of the paper is organised as follows. Section 2
describes Onion Routing concept. In addition, we also dis-
cuss how this protocol can provide anonymity and privacy to
the mobile user in Section 3. In section 4, we present Tor
protocol which is based on onion routing technology. Sec-
tion 5 describes a step-by-step working procedure of the Tor
software. Benefits of using Tor architecture to the user are
discussed in section 6. We address the limitations of Tor in
Section 7. Conclusions are presented in Section 8.

2 Onion Routing
Onion routing was conceived in 1996 by David M. Gold-
schlag, Michael G. Reed, and Paul F. Syverson for the NRL’s
research group in high assurance systems. It is an architec-
ture in which a proxy uses special routers to create anony-
mous connection to other proxies. It operates by dynam-
ically building anonymous connections within a real-time
network of David Mixes, also known as onion routers, which
are connected through permanent Transmission Control Pro-
tocol:TCP connections.

Onion Routing consists of two parts: the network infras-
tructure that accommodates the anonymous connections, and
a proxy interface that links these connections to unmodified
applications. The public network contains a set of Onion
Routers. An Onion Router is a store and forward device
that accepts a number of fixed-length messages, performs
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some cryptographic transformations on them and then for-
wards the encrypted messages to the next destination in a
random order. An anonymous connection is routed through a
sequence of neighboring Onion Routers.Onion proxies act as
interfaces between the applications and the network infras-
tructure. In Onion Routing, the functions of a proxy can be
split into two: one part links the initiator to the anonymous
connection and the other part links the anonymous connec-
tion to the responder. To build onions and define routes the
onion proxies must know the topology and link state of the
network, the public certificates of nodes in the network, and
the exit policies of nodes in the network [13].

Onion routing, like mixed-key cryptography, uses a bulky
but carefully secured initialization procedure to establish
fast, lightweight communication via symmetric keys that
only the legitimate participants in the communication know
[7]. These participants include the sender, the receiver, and
any subset of a network of proxy servers that forms a path
from the sender to the receiver. Public-key cryptography
keeps the global routing information secret from all partic-
ipants except the sender, and thereby protects the path of
communication from discovery by an attacker at any inter-
mediate node [8].

Routers communicate with each other over TCP. Some
routers also can serve as entry funnels, they can accept con-
nections from the clients of the network. Some routers can
serve as exit funnels, they can create TCP connections leav-
ing the network to the actual Internet services that are being
accessed through the Onion Routing network. Such services
can be world wide web, e-mail, peer-to-peer applications,
etc. An onion is a multilayred data structure. It encapsu-
lates the route of the anonymous connection within the onion
routing network. Each layer in it contains-backward crypto
function (DES-OFB<output feedback mode>; RC4) forward
crypto function (DES-OFB, RC4) [14]; IP address and port
number of the next onion router ; expiration time; key seed
material (used to generate the keys for the backward and for-
ward crypto functions).

3 Anonymity by Onion Routing
Suppose, Alice and Bob wants to communicate anony-
mously using onion routing concept. On the Alice’s ma-
chine, client application establishes an anonymous connec-
tion to a server by connecting to an application proxy. Role
of these application proxies, like a SOCKS proxy [9] is to
accept protocol specific connections from application, and
converts them into a generic protocol. Packets of these pro-
tocols are then forwarded to an onion proxy.

As shown in the figure 1, the onion proxy (on Alice’s ma-
chine) constructs a random sequence of routers on the net-
work it knows about. In this sequence, router A is a an entry
funnel and router C is as an exit funnel. It also constructs an
onion which is defined in section 2. Then, these onions are
encapsulated in a packet and sent to the entry funnel. Struc-
ture of these onions would be like this: A[B [C [ Bob [ M ]
] ] ]. In this onion, M is the message which Alice wants to
send Bob. Message M is encrypted by using Bob’s public
key and this encrypted packet is then reencrypted with the
public keys of the router C, B , and A respectively. Router

A, an entry funnel, is able to decrypt the onion with its pri-
vate key. This decryption process reveals IP address of the
router B and chunk of encrypted data. Then it forwards this
chunk to the router B, and the same procedure repeats at the
exit router C. Bob receives the message sent by Alice from
the router C. In other words, Bob is getting all the messages
from the IP address of the router C, not from the Alice’s IP
address.

Figure 1: Anonymous communication between Alice and
Bob

In this entire process, router first has to decrypt the onion
with its own private key in order to retrieve the next hop in
the route.Therefor, it is impossible for the attacker or sniffer
who intercepts the onion to extract the IP address for the next
hop, because only the router knows his private key. In addi-
tion, the process of encrypting the entire onion for each hop
provides a big advantage by making the onions completely
different at each router. Thus it is very hard to correlate it
between routers.

Onion connection operates in three phases: Connection
Set-up, Data Movement and Connection termination. Fol-
lowing sub-sections 3.1, 3.2 and 3.3 describes them respec-
tively. These phases are important in order to understand Tor
architecutre which is the advanced version of Onion Routing.

3.1 Connection Setup
Setup begins with the initiator creates a layered data structure
(Onion) that specifies properties of the connection at each
point along the route,e.g., cryptographic control information
like the different symmetric cryptographic algorithms and
keys used during the data movement phase. Each Onion
Router along the route decrypts onion packet it receives us-
ing his private key. This process gives the cryptographic con-
trol information for this onion router, the identity of the next
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onion router in the path for this connection,and the embed-
ded onion. The onion router pads the embedded onion to
maintain a fixed size and sends it onward. The final onion
router in the path connects to a responder proxy, which will
forward data to the remote application. In short connection
steps will be:

• The application is configured to connect to the real des-
tination

• Upon a new request , the application proxy decides
whether to accept the request

• Opens a socket connection to the onion proxy

• Passes a standard structure to the onion proxy

• Standard structure contains: An application type (e.g.,
HTTP, FTP, SMTP.); Retry count (number of times the
exit funnel should retry connecting to the destination);
Format of address that follows (e.g.,NULL terminated
ASCII string) [14]; Address of the destination (IP addr
and Port number)

• Waits for the response from the exit funnel before send-
ing application data.

• upon reception of the standard structure, the onion
proxy: decides whether to accept the request ; es-
tablishes an anonymous connection through some ran-
domly selected onion routers by constructing and pass-
ing along an onion; sends the standard structure to the
exit funnel of the connection; after that, it relays data
back and forth between the application proxy and the
connection

• Upon reception of the standard structure, the exit fun-
nel: tries to open a socket connection to the destina-
tion; it sends back a one byte status message to the ap-
plication proxy through the anonymous connection (in
backword direction); if the connection to the destination
cannot be opened, then the anonymous connection is
closed; otherwise, the application proxy starts sending
application data through the onion proxy, entry funnel,
anonymous connection, and exit funnel to the destina-
tion

3.2 Data Movement

After the anonymous connection is established in first phase,
data can be sent in both direction. Onion proxy (the initia-
tor’s) receives data from an application,breaks it into fixed
size cells ,and encrypts each cell multiple times using the al-
gorithms and keys specified in onion data structure. Before
sending data over an anonymous connection, the initiator’s
onion router adds a layer of encryption for each onion router
in the route. Each onion router in the connection path re-
moves one layer of encryption, so data arrives at the receiver
as plaintext. This layering process occurs in the reverse for
data moving backword and successive onion routers encrypt-
ing data using different algorithms and keys.

3.3 Connection Termination

Anonymous connections are terminated by the initiator, the
responder, or one of the onion router in the middle of the con-
nection path. For this purpose, a special DESTROY message
is propagated by the onion routers [14]:

-If an onion router receives a DESTROY message , it
passes it along the route (forward or backward).

-The router sends acknowledgement to the onion router
from which it received the DESTROY message.

- If an onion router receives an acknowledgement for a
DESTROY messages it frees up the corresponding ACI.

ACI- A connection identifier and it is unique on a link.

4 Tor Architecture

Tor [3] is a widely distributed overlay network for anonymiz-
ing network traffic. The Tor network is based on Onion
Routing protocol design [13] described above in Section
2 and 3. However, it differs in some implementation de-
tails. These important differences are perfect forward se-
crecy, congestion control,directory servers,integrity check-
ing, configurable exit policies and a practical design for lo-
cation hidden services via rendezvous points [6]. In section
3, Onion Routing protocol allows only the last router in a
route to act as the exit funnel. But, by adding configurable
exit policies, Tor changes this concept slightly by allowing
any router along the route act as an exit funnel. Thus, Tor
makes it more harder for the attacker (who is observing the
end of a circuit) to figure out where the traffic goes. More-
over, it reduces the latency of all nodes and also this added
feature makes it possible for an individual user to increase
his or her anonymity. Third difference, directory servers is
descried in the following Section 4.1.

Tor relays arbitrary TCP streams over a network of relays,
and is particularly well tuned to work for web traffic, with
the help of the Privoxy [2] content sanitizer. Tor uses a tra-
ditional network architecture: a list of volunteer servers is
downloaded from a directory service. Then, clients can cre-
ate paths by choosing three random nodes, over which their
communication is relayed. Instead of an onion being sent
to distribute the cryptographic material, Tor uses an iterative
mechanism. The client connects to the first node, then it re-
quest this node to connect to the next one. The bi-directional
channel is used at each stage to perform an authenticated
Diffie-Hellman key exchange.

Tor architecture consits of following terms: Directory
servers, cells , circuit and streams. These are discussed in
the following sections.

4.1 Directory Servers

Tor routers are registered with a directory service and each
router reports its IP address, public key, policies about what
traffic it will accept, and a bandwidth value that is deter-
mined by monitoring the peak bandwidth achieved by the
router over a period of time [12]. These servers maintain list
of which onion routers are up and exit policies. Directory
server keys ship with the code. They control which nodes
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can join the Tor network. These directories are cached and
served by other servers, to reduce bottlenecks.

4.2 Cells

Cells are the unit of communication in Tor. After the anony-
mous connection set-up, onion router communicate with one
another. This communication traffic passes along anony-
mous connections in fixed-size cells. Each cell packet con-
sits of a header and a payload, and is 512 bytes. A header
contains a circuit identifier (circID) that specifies which cir-
cuit the cell refers to and a command to take actions on the
cell’s payload. Cell could be a control cell or a relay cell de-
pending on their command. Control commands are: padding
(used for keepalive); create or created(used to build new cir-
cuit); and destroy (used to terminate a circuit connection)
There is an additional header at the front of the payload in
Relay Cell, which contains a streamID; an end-to-end check-
sum for integrity checking; the length of the replay payload;
and a relay command. Relay commands are: relay data, relay
begin, relay end, relay teardown, relay connected, relay ex-
tend and relay extended, relay truncate and relay truncated,
relay sendme, and relay drop.

4.3 Circuit and Streams

Tor builds one circuit for each TCP stream and that can be
shared by many TCP streams. It avoids the delay caused in
building a circuit due to public-key cryptography and net-
work latency) Users’ onion proxies build a new circuit peri-
odically if the previous ones have been used, and expire old
used circuits that no longer have any open streams. Onion
proxies keeps rotating to a new circuit once a minute. A
user’s onion proxy construts circuits incrementally by nego-
tiating a symmetric key with each onion router on the circuit,
one hope at a time. This process of building a circuit creates
session keys by using Deffie-Hellman key exchange protocol
(to provide perfect forward secrecy). Once user has estab-
lished the circuit, he can send Realy cells. After receiving
it, an Onion router looks up the corresponding circuit, and
decrypts the realy header and payload with the session key
for that circuit.

A Tor architecture design is described in the paper [6] by
Roger Dingledine, Nick Mathewson and Paul Syverson .

5 How Tor Works

We have installed Tor software and Privoxy on our machine
to check how it works. We used a Vidalia, a cross-platform
controller GUI for the Tor software. Vidalia [1] helps to set
up and manage a Tor server. We try to load BBC.com home
page through Tor and it looks like this: (This is a simplified
process.)

1. User A’s Tor client obtains a list of Tor nodes from a
directory server.

2. Tor client incrementally builds a circuit of encrypted
connection through relays on the network.

3. Client contacts two TOR nodes, which we call A and B,
and requests their public keys.

4. Our Machine forms the web request to BBC.Com.

5. It encrypts the web request in key B, then encrypts the
result (along with the address of B) in key A.

6. The packet is sent to node A.

7. Node A, which has the private portion of key A, de-
crypts the packet. Inside is another address (that of B)
and an encrypted packet. Thus, Node A knows you you
are, but it does not know what we are transmitting, or
who we are sending it to. It forwards the packet to Node
B.

8. Node B, which has the private portion of key B,
decrypts the packet. Inside is the transmission to
BBC.com, which by its nature says where it should be
sent. Thus, Node B knows what we are transmitting,
and who we are transmitting it to, but has no idea who
we are or where the packet came from. Node B sends
the packet to BBC.com

9. BBC.com gets the packet and replies, sending the reply
to Node B. Note that BBC.com, like Node B, has no
idea who we are or where the packet came from.

10. Node B gets the reply and forwards it to Node A.

11. Node A gets the reply and forwards it to our ma-
chine.(Node A and B perform additional encryption so
the nodes can not read the reply as it make back to our
machine and there can be more than two nodes in the
chain.)

12. We get the BBC.com homepage.

6 Protecting Privacy Using Tor

6.1 Anonymity in Common Social Interac-
tions

There are many factors why anonymity is important. First
there are repressive governments that forbid access to certain
sites, censor the Internet, and then track clients who show
interest in particular topics. There are people who want to
tell the truth without fear of repercussion, such as corporate
whistleblowers and bloggers. Aonymity protocols, such as
anonymous cash and voting protocols,that allow the client to
remain anonymous. However, their problem is that the client
could still be tracked by its IP address ,either by the server or
by an attacker spying on the network traffic near the server.
Tor prevents these problems and gives freedom to clients to
post anonymous messages on blogs, discussion forums and
also to send anonymous emails, by hiding users IP address.

6.2 Untraceability and Unobservability to the
Mobile User

Tor helps to hide the mobile user’s location from servers to
which it connects. Tor Provides location privacy for the mo-
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bile user towards internet servers by giving the user the con-
trol over their personal identifiable information(PII) on the
internet while on the move. Mobile user wants to hide per-
sonal identifiable information while on the move. VPN is
a method to achieve this, however, a VPN reveals the mo-
bile user’s location to the VPN gateway, which is not always
desirable. Here also, Tor achieves this. The onion layered ar-
chitectural encryption hides nature and characteristics of the
traffic between node-pairs. The mobile user will leak less
PII to the access network on the move because all commu-
nication is encrypted and goes through Tor only. However,
end-to-end encryption needs to achieve untracebility and un-
observability in this scenario.

6.3 Censorship Resistance
There is a growing trend of censorship on the Internet at
country-wide level. China is the country most famous for
having a firewall which both prevents users inside the coun-
try from having access to outside content and also logs who
is accessing what. Tor will automatically try to access a In-
ternet service through many Tor servers until it succeeds in
establishing a connection. Users will be able to access web-
sites blocked by their ISP or their government through Tor
as long as the tor exit node has access to the website.

6.4 Hiding Server Location
Tor can be configured in two ways; as a client and as a server.
Tor servers can run hidden services. This means that if Tor
server or service does not reveal information that gives away
any information which gives a clue to it’s location then the
services location really is hidden from the world. The obvi-
ous advantages are:

• Government can not find out who is running the service.

• Government can not shut down these services.

6.5 Bypassing the Firewall
Tor could be used as a tool to bypass the firewall. In the
firewall, network administrator sets inbound and outbound
rules to control network traffic. It gives protection against
the IP spoofing attack. An IP spoofing attack occurs when
an attacker outside the network pretends to be a trusted com-
puter either by using an IP address that is within the range
of IP addresses for users network or by using an authorized
external IP address that network trust and to which network
administrator wish to provide access to specified resources
on the network.

Firwall protects the network against this attack by check-
ing whether the packet’s source IP address is valid. In Tor,
we can set the exit router for our circiut connection path us-
ing leaky-pipe circuit topology studied in Section 4. Sup-
pose, an attacker wants to access different prohibited ser-
vices inside the network of "ABC" university. One trusted
user, Alice, inside the "ABC" network is running Tor client
and acting as a relay server. Attacker can set the address of
Alice’s machine as an exit router for this anonymous connec-
tion. When attacker tries to access serives inside the "ABC"

network , all his access queries would go through Alice’s ma-
chine. This means server assumes that trusted client Alice is
trying to access these services and gives access to them. In
this way , Attcker could get access to such prohibited ser-
vices. However, to bypass the firewall, at least an user inside
the network should be running Tor client application and acts
as a relay server. In addition, firewall rules defined by the ad-
ministrator should allow inbound and outbound Tor traffic,
in other words, the client inside that network must be able to
run Tor application. This method of bypassing the firewall
could be a weakness of Tor in some sense.

7 Tor Limitations

7.1 Abuse
Running an exit node could create a risk for abuse. There
has been a lot of misuse of Tor for spam, threats, hacking,
abusive IM and illegal file sharing. Moreover, hackers are
also using it for hiding and running their Botnets. After the
introduction of more strict policies for exiting traffic this has
been reduced. The default exit policy now rejects private
IP subnets, email (SMTP), Usenet News (NNTP), Windows
file sharing and also a number of popular file sharing appli-
cations (eDonkey, Gnutella, Bittorrent). However, an user
running an exit node could be contacted by the Police for
abusing through Tor. Also, there might be issues with ISP
aggreements forbidding traffic relaying.

7.2 Attacks and Weakness
Web traffic is stateless; each web request is not tied to any
other in any persistent way. When user load a web page,
browser nearly-simultaneously requests the page and all the
images, media, embedded frames, ads, etc. on the page. The
web server sets a session cookie (a cookie that is deleted
when user closes the browser) when user load the first page,
and uses that to track your movement through the site. It is
not a tracking process, it is just linking all users’ page loads
together to provide a sense of state or flow and the web does
not work without it. Thus, Privoxy has to let these session
cookies through. This can leak a little bit of information
about the user. Larger number of Internet sites are collecting
personal information from users through forms, cookies, on-
line registrations, or surveys than ever before. If the user fills
in web forms, registrations or surveys, or the web browser
accepts cookies, Tor will not prevent tracking of the user.
Tor only hides the client IP address from the server. If the
client user or software voluntarily gives identifiers or other
information to the server, Tor cannot prevent that because it
works only at the IP layer. It does not prevent application-
layer protocols, such as user input or HTTP cookies, from
leaking the user identity to the server.

Tor anonymizes the origin of user’s traffic, and it makes
sure to encrypt everything inside the Tor network. But
Tor does not encrypt all traffic thoughout the internet, more
specifically traffic between the exit router and the server. Be-
cause the exit router has to spit out unencrypted data, other-
wise the final destination would have no idea as to what it
was receiving. There is a need of end-to-end encryption at
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the application layer for that(e.g. SSL). Tor is slightly vul-
nerable to traffic analysis between the client and the entry
router. It does some padding of packets but not much, and it
does not not attempt to change the timing of packets. There-
fore, traffic analysis may reveal the type of traffic (e.g. web
browsing,VoIP or BitTorrent).

Tor protects users against traffic analysis [8]. But if the
attacker has the control of first and last link of a Tor Connec-
tion, attacker could observe the traffic. Correlating timing of
traffic at the end points is the most effective means of attack-
ing Tor. If the traffic timing and packet size match up, it is
possible to determine that a user may be communicating with
someone. This requires an attacker to be either extremely
lucky to find this or have a global view of the network [11].

The user can hide his online activity using Tor. If someone
hacks into the users’ computer (or seizes it, in the case of le-
gal authorities), they do not need to have logs from the other
end to know what the user have been doing; users’ computer
probably has records of their activity. To delete these logs
could help little in the legal case but modern data recovery
can get deleted data easily. To avoid this, it is necessary to
have a computer that does not keep any records. This is hard
to do in a normal Windows or Linux system (they both arbi-
trarily swap portions of memory to disk during normal use.)
For better better anonymity and privacy, it is necessary to
boot a LiveCD environment (i.e. an Operating System with
no hard drive or writeable media), where all evidence is de-
stroyed when the computer is powered down.

Anyone can be act as a exit Tor node. In the example
stated in the section 5 , Node B gets to see users’ traffic in
both direction. It does not know users’ IP address. Users
are trusting on these exit nodes on the internet and giving
them ability to carry out man-in-the-middle (MITM) attacks
on them. These exit node may not forward internet traffic to
BBC.com at all, but rather could to a fake site. Exit node
could edit the traffic to add a virus or Trojan. So Tor may
risk users’ privacy.

Since DNS is a UDP protocol, the client machines will of-
ten attempt to query DNS servers outside of the Tor network
(which is a TCP stream). By making these requests anyone
monitoring the clients connection can determine the servers
or the client is attempting to access. These protocols need to
be Torized so that they can connect over a TCP socket.

The new implementation in Tor which allows individual
users to run a Tor node is a negative aspect of Tor in compar-
ison to classical Onion Routing concept. Using this option,
a malefic third party with enough resources could compro-
mise the anonymity of all users by adding a significant num-
ber of nodes to the network and perform analysis of all traf-
fic through these compromised nodes. Thus, it risks privacy
and anonymity of the user. This paper [11] proves that traf-
fic analysis is theoretically possible by adding such corrupt
servers.

In systems such as Tor, the Sybil attack is generally capa-
ble of revealing the initiator of a connection [15]and there is
no defense against this attack [6], [10].

The attacker can flood Tor routers or nodes with requests.
This may cause a denial-of-service (DOS), as the mass of en-
crypted packets requires significant computing resources to
process or simply exhaust the available bandwidth. Tor pro-

tocol does not provide protection against these DOS attacks.

8 Conclusion
We have presented a protocol Onion Routing and an
overview of how this protocol could help users to protect
their privacy and anonymity on the Internet. The purpose
of Onion Routing is to protect the anonymity of a user who
wants to communicate over a network. In particular, it will
hide the destinations of all communications initiated by the
user. Any outside observers will not be able to tell whom
the user is communicating with and for how long. Tor,which
is based on Onion Routing concept, is an anonymizing In-
ternet proxy service designed to circumvent traffic analy-
sis by proxying TCP traffic within chained, encrypted tun-
nels. It offers untraceability; unobservability to the user on
the move; provides censorship resistance; and allows to run
and access hidden services without fear of the government.
However, it has some problems that need to be addressed by
the research community. Overall, it is a valuable tool, but
if someone wants to track you down badly, and they have
resources or authority, they could still do so.
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Abstract

Biometric identification is a method for identifying peo-
ple based on what they are rather than using traditional
knowledge- and token-based identification methods. Some
identification methods include fingerprints matching, retinal
and iris scanning, and DNA matching. Fingerprints have
been widely used in certain applications but not yet in wider
commercial use.

There are several issues relating to use of biometric tech-
nology. These include performance and accuracy issues, and
the security of biometric data storage and transfer. Another
types of problems consist of social and privacy issues. Per-
formance and accuracy are crucial in order to be able to use
biometric methods in any application. General audiences
may, in addition, have difficulties understanding the advan-
tages of giving up their physical characteristics to security
usage. They might feel uncertain and wary about how the
biometric data will be used, and whether they are stored in a
secure manner.

This paper introduces the reader to biometrics and dis-
cusses related problems that hinder vast usage of biometric
technology.

KEYWORDS: Biometrics, Identification, Verification, Fin-
gerprints, Iris Scan, Privacy, Security

1 Introduction

Traditional authentication is performed by a token-based or
knowledge-based system. In these authentication schemes
someone usually remembers a password or has an access
card with which he is granted access somewhere. A third
authentication scheme is based on granting access based on
something what a person is, and biometrics belongs to this
category. Biometrics is, therefore based on what a person is
rather than what he possesses or knows. This type of iden-
tification can be considered more secure than other types of
identification as it is more difficult to steal person’s physical
properties or to fabricate a characteristic than apprehenda
access card or a password.

Biometric identification and verification are identifying
people based on what they are, for example, fingerprint, fa-
cial image or iris pattern. These qualities are unique for ev-
ery human being and, thus, can be used for identification
purposes. Some problems in biometrics are related to pri-
vacy issues and certain security problems such as biometric
data storage and accuracy of the methods. Privacy issues rise
from people being uncomfortable of giving up personal in-

formation such as retinal images or fingerprints to a database.
That can be perceived as a threat or invasion to one’s privacy.

Despite the obstacles, biometric identification is becom-
ing more reliable and accurate for human identification and
it has been researched widely in recent years. For exam-
ple, fingerprints and facial images have been in use for quite
a long time already, especially in criminal investigation us-
age. Nevertheless, biometrics has not yet been used widely,
because of some privacy and feasibility issues. New meth-
ods have also been investigated as there has been research
on light biometric methods with unobtrusive identification
for low-security applications [1]. They have suggested using
such features as body weight and height, possibly in combi-
nation, in order to achieve more accurate results.

This paper presents an overview of biometrics and its
problems. Introduction to biometric technology is given in
section 2, and sections 3 and 4 discuss some security and
privacy issues.

2 Background on Biometrics

This section introduces the reader to biometrics in gen-
eral and presents some biometric methods. Some biometric
methods are fingerprint recognition, facial thermogram and
iris scanning. None of the methods have all the properties
and fulfill every criteria mentioned in the following section
but can still be used in real-world applications. The decision
which method to use depends on the environment, users of
the application and how accurate and fast the identification
needs to be.

2.1 Properties of Biometrics

Biometric technology can be used in three general applica-
tions [8]: identification, verification and screening. Theyall
use biometrics for identifying but verification is different as
it uses additional data, such as smart-cards or passwords, in
verifying the identity of a person. Screening is identifying
without interaction of the person being identified. The fol-
lowing list explains shortly all three applications:

• Identification: identification means basically identify-
ing a person solely based on a biometric characteristic,
such as a fingerprint. For instance, a person’s finger-
print is scanned and then the system searches a database
for a match. If a close enough match is found in the
database, the person is then identified.

• Verification: verification differs from identification in
that a person presents an additional credential, such as
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Figure 1: Biometric verification/identification system.

a smart-card holding the person’s data, besides the bio-
metric characteristic. The system then scans the bio-
metric characteristic and compares it to the data on the
smart-card. Verification is successful if the smart-card
data and scanned data are close enough.

• Screening: screening is not very much different from
identification; it is used to determine whether a person
belongs to a certain watch-list of identities. The differ-
ence lies in that screening must occur without person
knowing about the scanning which makes the matching
harder because the scanning conditions are not ideal as
they can be in identification processes. Screening is of-
ten used at airports or sports events to search for known
criminals.

Biometric verification and identification consists of a few
steps which are depicted in figure 1 and explained in the fol-
lowing list. Screening does not have exactly the same pro-
cess, because it happens without interaction of the person
being identified, but essentially it works in similar fashion.

1. Enrollment: in the enrollment phase the characteristic
of a person is gathered and loaded to a database. This
phase is separate from the others in the sense that it
needs to be done before the biometric system is actu-
ally used for verification, identification or screening. In
case of screening the enrollment usually occurs when
someone has taken into custody for a felony.

2. Scanning: scanning is done using a sensor which reads
the characteristic of a person. Scanning naturally hap-
pens also when enrollment is done but here enrollment
is considered as the whole process of obtaining the bio-
metrics and saving it to a database in a correct form.

3. Feature extraction: after scanning is done, the data
needs to be analyzed and certain features extracted from
the data in order to be able to compare the data in a
database. After features are extracted the data is saved
to a database.

4. Matching: matching is the process of searching the
database for a match for the scanned biometric data.

5. Decision: after the matching process is done, system re-
turns the best possible match and the decision, whether
this match is close enough for identifying the person, is
made based on the accuracy demands from the system.

Ideal biometrics has the following properties [7]:

• Universal: every human being possesses it.

• Unique: no two person share the same characteristic.

• Permanent: characteristic does not change over time
nor can be altered.

• Collectable: technology exists for collecting the char-
acteristic.

Universality can be fulfilled very closely but always there
exist people who, for instance, have lost their fingers, or
their eyes are damaged in a way that they cannot be used
for identification. Uniqueness is achieved with many of the
identification methods but the problem lies in technical in-
accuracies. Most human characteristics are permanent but
some might change when getting older or due to an accident.
Collectability is fulfilled with the methods mentioned here,
since otherwise they would not be discussed. However, some
methods demands more from technological perspective that
other. DNA matching, for instance, needs quite a lot of work
and human interaction, while with some methods the entire
matching can be fully computerized.

In addition to the preceding properties, the following cri-
teria need to be taken into account when implementing a bio-
metric system [7]:

• Performance: accuracy, speed and robustness of the
method.

• Acceptability: public resistance of giving the character-
istic to identification use.

• Circumvention: can the system be fooled easily.

Performance is a very important property because if
matching takes too long it is not practical to use such meth-
ods in real-time applications. Acceptability is a difficult
property to fulfill and there are no perfect solution for achiev-
ing total acceptance for any biometric method. Potential
users need to be convinced that biometrics are a better way to
identify them, it gives additional security and that it has not
any major disadvantages or security flaws. Circumvention
must be made as difficult as it can be done. Achieving this
makes it easier to achieve also acceptability as users will be
more relaxed if they know that no-one can fake their biomet-
ric data. In other words, no-one should be able to easily fool
a biometric system either by using fake identification data or
stealing another person’s data.
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2.2 Biometric Identification Methods

Two types of biometric characteristic exist: behavioral and
physiological. Behavioral characteristics include such meth-
ods as signature, voice and keystroke. It has been researched
that consumers do not consider behavioral characteristicsas
reliable as physiological biometrics and, thus, these methods
will not be discussed in this paper [10].

In the following list are some existing physiological iden-
tification methods introduced briefly. Some of them will be
discussed in more detail in section 3 when discussing the se-
curity of the methods from different aspects and in section 4
when discussing privacy and social issues.

• Fingerprints: fingerprints are the most known method
of biometric identification and is considered to be quite
accurate but at the same time it has a disadvantage of
being traditionally used for criminal identification.

• Iris scanning: iris is the part of eye that has color. Iris
scanning is a well researched area, and according to re-
searchers it is very prominent method when accuracy
and performance is concerned [14, 3].

• Retinal scanning: retina is also a part of the eye. Retinal
scanning seems a viable method along with iris scan-
ning [7].

• Hand geometry: hand geometry has been studied as an
identification method for a few years and it has been
considered to be most suitable for low-security applica-
tions [5, 4].

• Facial image: facial image is a picture of human face
which distinguishes distinctive characteristics from it
in order to identify a person. Facial images do not
require physical interaction when identifying and they
have been used in variety of applications. [9]

• Facial thermogram: facial thermogram is a pattern of
heat radiated from human face captured by an infrared
camera. This method does not require interaction with
the person being identified which makes is possible to
use it in certain applications where for example finger-
prints could not be utilized .[9].

• Finger vein recognition: veins in the fingers of an indi-
vidual are unique just like fingerprints and can, there-
fore, be used to person’s identification [12].

• DNA identification: DNA is a well known identification
method but currently there are no equipment to perform
DNA matching in field circumstances. It is very accu-
rate but needs quite a lot calculation power to be useful.

Besides these methods there are several others, but these
are mentioned here as they represent the most researched
methods and are, thus, considered to be the most viable
methods in real-world applications, some of which are al-
ready in use in a number of locations.

2.3 Current State of Biometrics

Fingerprints have been used for criminal investigation for
decades and a few years back every tourist traveling to USA
should have fingerprints or an iris image embedded on her
bio-passport or visa in digital form [18]. This policy is partly
due to the terrorist attack in New York in September 2001.
Passports are going to have some piece of biometric data in-
cluded on a smart-card embedded on the passport in several
counties. In the EU, biometric passports will include digital
images of the owner and in the future also fingerprints.

Iris scanning has been taken into use at the Amsterdam
airport in the Netherlands to speed up passport and visa con-
trol [8]. Similar technique is utilized in restricting access of
employees to high-security areas at the Schiphol airport. It
is obvious that there is a trend that implies that we will see
a lot more biometric technology utilized in several applica-
tions all over the world in the near future.

3 Security of Biometric Identification

This section introduces some security related issues in bio-
metric identification methods. There are several issues hin-
dering vast usage of such methods in identification. Even
though there have been significant progress in biometric
technology and computers’ calculation power has increased
rapidly, some challenges still remain, and these challenges
are discussed in this section.

3.1 Identification Data Storage

Storing identification data in a way that it is accessible butat
the same time extremely secure and tamper proof is very dif-
ficult. Storage type will be different for different application
types. A facility where a retinal image scan is required to
grant access requires different storage solutions compared to
a laptop having fingerprint-based identification for logging
in. However, in every application the data need to be stored
in an encrypted form because, for instance, if a perpetrator
gets access to the database of biometric templates, as a piece
of biometric data is called, they must be in such a format that
they are not useful outside the system nor can be used in any
harmful way.

Another issue in biometrics is acquiring the biometric data
from users. With a user-name and password registering to
system can be done solely online with a computer and an
Internet connection. Biometric data capture require special
equipment and knowledge how to use the equipment. There-
fore, acquiring biometric data is much more complicated and
perhaps due to this fact it may not be the best choice for every
low-security application. An advantage in this more com-
plicated acquiring process is that it makes the system more
resistant to perpetrators.

3.2 Identification Data Transfer

Identification data is transfered from the scanning device to
some processing unit which does the matching by compar-
ing the acquired data to previously stored identification data.
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This process needs to be secured in a way that it is not pos-
sible or at least extremely difficult to tamper with any data
involved in the matching process.

Different approaches are researched and most of them
suggest that every piece of data is sealed with cryptographic
tools such as hash functions [19]. Waldmann et al. [19] sug-
gest an on-card matching scheme for biometric verification.
Their approach consists of a tamper resistant casing where
the matching is performed and a cryptographic authentica-
tion method that consists of an RSA public key cryptography
based encryption and authentication. Devices, in this context
the user-card and the Security Module Card (SMC), authen-
ticate themselves and agree upon symmetric keys which are
used to encrypt all the data needed to be transfered.

Their solution is meant to be secure against such attacks
as man-in-the-middle and replay attacks. Man-in-the-middle
attack can happen when a perpetrator presents itself as an-
other entity which someone is going to trust, and after that
the perpetrator can monitor all the data he receives and pos-
sible acquire some confidential information. Replay attack
is another type of attempt to acquire some piece of confiden-
tial data, it consists of reusing already authorized credentials,
from a legitimate user, to access confidential data.

A certificate authority (CA) is used to grant certificates,
which are needed for RSA public cryptography encryption,
for user-cards and the security module card, latter of whichis
part of the actual smart-card interaction module which han-
dles the matching of biometric data. Data transmission need
to be secured against interception and eavesdropping at the
fingerprint sensor and the smart-card interface. Securing is
done through encryption based on the keys agreed upon de-
vice authentication.

3.3 Accuracy Issues

Accuracy is a measure with biometric identification and
means how often identification is performed correctly. Two
metrics are defined in the field of biometrics. False rejec-
tion rate (FRR) is a percentage which indicates the portion
of identification attempts that are rejected when the attempts
were legitimate. False acceptance rate (FAR) is a percentage
which indicates the portion of identification attempts thatare
accepted even though they should have failed. In a security
critical application it could be claimed that FAR is more im-
portant and must be very close to zero because, if someone
can get access just by luck or trying several times, the sys-
tem is not secure enough. A high FRR value would indicate
that even legitimate users have difficulties in getting identi-
fied correctly, and this situation would lead to unaccessible
applications which is neither desirable.

Iris scans are considered to be very accurate with both low
FRR and FAR values. Jain et al. [8] have collected a table of
recent studies relating to accuracy of some biometric meth-
ods. In 2005 a study of iris-based system were conducted
which revealed that the rate values were a little under 1 for
both FAR and FRR. Studies from 2003 and 2004 showed that
fingerprints achieved a reasonably low FRR of 0.1-2% and
FAR of 1-2%. Values this low are good enough for medium
security applications, higher-security applications would re-
quire rates very close to zero or, a more realistic approach,

the use of multi-biometrics, which means using more than
one method in combination in order to achieve better accu-
racy.

There are several aspects that can diminish the accuracy
of biometrics. One aspect is that does identification data ever
get outdated as it is known that when people get older their
physical appearance changes. Jain et al. [8] discuss some
reasons for variation in accuracy of biometrics. They present
that because biometric data never gets exactly the same form
when reproducing the data, which leads to that mistakes can
occur in matching previously acquired data and current data.
Some reasons for these include accidents that can make a
characteristic irreproducible, jewelry and facial hair which
can have an impact on hand and facial recognition. In addi-
tion dirt, sweat or dry skin can make some biometric meth-
ods less accurate.

3.4 Performance Issues

DNA identification would be the most accurate way of iden-
tification but, at least for now, no such equipment exist that
is powerful enough for real-time identification of DNA [13].
Most of other methods are less power consuming and, thus,
are more usable in everyday applications.

Nakanishi and Western [13] argue in their paper that a
single biometric identification method may not be suffi-
cient in high security applications. They suggest that multi-
biometrics are utilized in that kind of applications. Using
multiple methods may hinder the performance of biometric
systems but may be required at least as long as any single
method is not reliable enough. Multi-biometrics has mul-
tiple meanings in this context: several biometric methods;
same method with several algorithms, multiple units of the
same biometric method; multiple sensors, i.e., using differ-
ent sensors in sampling the same biometric data. By using
multi-biometrics we get a more accurate, but at the same
time, more power-consuming identification process.

4 Privacy and Social Problems in Bio-
metrics

This section discusses some problems with biometrics re-
lated to human resistance for using individual data for the
use of potentially more secure identification and verification.
Privacy issues that is present when biometrics are considered
and some general ethical and social concerns in using human
characteristics for security purposes.

4.1 Awareness and Interest

There have been research about how biometrics has an im-
pact on the behavior of humans [2, 6, 16]. Pons and Po-
lak [16] have conducted a study on computer science stu-
dents’ familiarity on biometrics. Their study consisted of
two phases. The first one was a questionnaire of how well
the students understand the use of biometrics, how familiar
they are with biometric identification methods and how in-
terested they are in using biometrics in identification. The
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first phase revealed that students knew very little about the
subject and were not especially interested in them.

The second part comprised of an educational session
where the students were told about the basic aspects of bio-
metrics, and another questionnaire about whether they see
any security benefits, privacy concerns or would they be will-
ing to provide biometric information about their selves if a
student identification card would be replaced at the univer-
sity library with biometric identification. The results showed
that even computer science students were not familiar with
biometrics and not really even interested in using them.

The students’ answers concerning privacy, security and
willingness to provide biometric data were very close to neu-
tral values, which tells that they did not have any signifi-
cant opinion either for or against biometrics. Thus, the study
clearly reveals that biometrics and related security issues are
not known by large audiences, or even a small sample of
technologically-aware students.

4.2 Privacy Concerns

In an article from Pons [15] an online marketing approach
utilizing biometric technology is evaluated. The main point
in the article is that using biometrics as consumer identifica-
tion instead of an IP-address is more accurate and, therefore,
marketing towards individuals could be more precise and
useful to customers. They present an idea that users could
be identified using a fingerprint scan that is embedded in a
mouse that is used as a pointer device with a computer. An
obvious disadvantage in this is that consumers may not want
to be monitored more accurately because they would feel that
the monitoring company would know too much about their
preferences and consuming habits. Consumers can also be
wary about how the collected information is actually used,
they might not fully trust the companies that are responsible
for gathering information about their preferences.

In an article from Pons and Polak [16], is suggested that
biometrics could be used in universities for person identifi-
cation instead of student ID cards. This could help making
biometrics more comfortable and familiar for students who,
hopefully, would become more willing to use biometrics also
in other applications in the future. Through this, privacy con-
cerns related to using biometrics is hoped to be mitigated.

According to Liberatore [11] a number of paradoxes ex-
ist when discussing privacy issues of biometric technology
based surveillance. One of these paradoxes is that increasing
more accurate surveillance can mitigate as well as reinforce
fears. Those who are part of the surveillance infrastructure
may feel that they are more in control of people and, there-
fore, feel more secure, but at the same time other people may
feel that the world is so dangerous that every move people
make has to monitored, and that may have a negative im-
pact on the perceived feeling of security. More surveillance
can in addition cause the feeling that why everyone needs to
be monitored as most people are not criminals, and how the
surveillance data is actually used.

4.3 Social Acceptance

Heckle et al. [6] have studied the perception and accep-
tance of fingerprint-based identification when paying pur-
chases with a credit card in the Internet. The study con-
sisted of certain task needed to be performed, all of them in-
cluded ordering books from an online book store. There was
no actual fingerprint matching happening but the fingerprint
reader was authentic. The participants were told that they
should play along and consider using the fingerprint reader
as a part of a fully functional authentication system. The
study revealed that users perceive fingerprint scanning as a
viable and beneficial method for identification. However,
users did not have very clear idea of how secure fingerprints
actually were when compared to conventional user-names
and passwords. The participants in the study also indicated
their concerns related to privacy issues, some of them felt
that biometrics is an invasive method and their usage reaches
too personal levels.

Riley et al. [17] have studied using fingerprints and hand
veins among the elderly for identification means. Their
goal was to investigate how well fingerprints perform among
older people, because it has been suggested that fingerprints’
accuracy deteriorates when users gets old enough. Another
goals was to study do older people see biometric technol-
ogy as an acceptable method for identifying individuals. The
results showed that vein-based technology was preferred to
fingerprints overall. There was no significant difference be-
tween the performance or average verification time of the
methods but enrollment was faster and more successful with
the hand vein method. This implies that previous research
may have correct results as the enrollment of fingerprints
failed with a third of the participants. Vein-based method
was additionally preferred by the elderly in every aspect, for
instance it was considered easier, faster and less stressful to
use. Overall there was no actual resistance towards biomet-
rics but some of the participants would have liked to have
more information about the subject.

5 Conclusion

Biometric identification methods have traditionally been in
government, military and criminal investigation use but they
are becoming more easily deployable, more accurate and
more affordable as the technology has improved at fast pace.
All of these have made it possible to start their usage with
general audiences in wider scale.

Several different methods exist and some of them are suit-
able for certain applications while other are better for other
applications. Most common method is fingerprint scanning
and facial images. The latter of these can be used without
interaction with the user being identified. This makes it pos-
sible to use it in improving security, for instance, in a public
event where authorities can monitor the audience and try to
find known criminals.

Ideal biometrics has certain properties and also certain
restrictions, both of which are important when designing
real-world applications. The application determines which
method is most suitable as all the methods have pros and
cons of their own. Some are more suitable in low-security

41



TKK T-110.5290 Seminar on Network Security 2008-12-12

applications, while others can also be utilized in security
critical areas. Iris and retinal scans are the most accurate
methods and also have good performance levels, which make
them ideal for higher-security applications. Fingerprints are
also quite accurate but demand less expensive equipment
which makes them very cost efficient solution, for instance
in laptops.

Several privacy and social acceptance issues still exist re-
lated to the use of biometrics. These issues are very hard to
overcome as biometrics intrinsically is an invasive identifi-
cation method. People should be educated that the invasion
brings more advantages than disadvantages. Security is in-
creased as identification is more accurate, and it is harder to
gain access if you are not authorized are some advantages
while disadvantages would include being potentially more
easily monitored and the mistrust towards the parties that
control biometric data, that is, whether they use the data only
for agreed purposes.
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Abstract

Delay-Tolerant Network (DTN) allows mail application
work in challenged network environment. DTN network is
a message-based overlay network, which uses a store-carry-
and-forward approach. However, the novel transmission ap-
proach poses new challenges to security of communicating
applications. This paper analyzes the security issues of a
DTN mail application. We perform on-wire eavesdropping
at different locations of DTN Mail application architecture,
and then analyze the security of DTN Mail application on
the basis of testing result.

KEYWORDS: DTN Mail application, privacy, traffic eaves-
dropping

1 Introduction

In the situation where no infrastructure is available, or mo-
bile networking is carried out over unstable or opportunistic
contacts, many traditional applications based on TCP/IP pro-
tocol stack do not work, because they rely on the assumption
of stable underlying networking.

To make communication in this situation possible, the De-
lay Tolerant Network Research Group (DTNRG) of Internet
Research Task Force (IRTF) has been developing a message-
based overlay network [1], called Delay Tolerant Network
(DTN). It uses a store-carry-and-forward method to provide
reliable transmission. DTN network offers a solution to com-
municate in a challenged network environment. Instead of
using TCP/IP, application transfer data by using Bundle Pro-
tocol(BP) [7]. Using Bundle Protocol, an application can
encapsulate self-contained application data unit into separate
DTN bundles, which does not need end-to-end path between
communicating parties [5]. In DTNRG, these applications
are called DTN applications.

The new transmission mechanism introduces new chal-
lenges for DTN application security. The newly emerged
security problems are very different from those of traditional
applications, which use TCP/IP for transmission. In a chal-
lenged network environment, a connection or an opportunis-
tic contact is a precious resource. In order to make full use of
the connection resources, the DTN applications need to en-
capsulate application data into self-contained DTN bundles
rather than fragment them into separate packets. Therefore,
if a DTN bundle is eavesdropped, a considerable amount of
privacy in the application data will be exposed to an attacker.

On the other hand, security of the lower layer network-
ing protocols which DTN application uses also have large

effect on DTN application security. As we know, many DTN
applications are designed to work in unstable and mobile
networking environments, for example, Bluetooth or Mobile
Ad-hoc Networks (MANET). In mobile environments, com-
puters easily leak privacy information to the local access link
when they attempt to get network service outside their home
domain [10]. The compromised privacy are often leaked in
many layers of the protocol stack.

All this makes the security of DTN application a complex
problem. This paper analyzes the security issues of DTN
Mail application. We use an existing implementation of
DTN Mail application by Hyyryläinen et al. [9] and perform
on-wire eavesdropping tests at different locations. Based on
traffic analysis, we look into the security issues of DTN mail
application and discuss possible solutions. Section 2 intro-
duces the DTN Mail application. Section 3 explains its ar-
chitecture and our testing environment. Eavesdropping test
results and DTN Mail application security are analyzed in
section 4, followed by conclusion in section 5.

2 Background

In a classical email application architecture, a sender uses
Simple Mail Transfer Protocol (SMTP) to send out email.
Mail destined to a receiver is delivered to the mailbox by
SMTP protocol and picked up by an email client via Post
Office Protocol (POP) or Internet Message Access Protocol
(IMAP). Usually SMTP and POP/IMAP are operated over
TCP/IP.

Obviously this solution does not work in challenged net-
work, where the end-to-end path between communicating
parties might not exist, or suffer from long delays, or only
have opportunistic connections with frequent disruption.
DTN overlay network proposed by IRTF DTNRG provides
one solution for communication in the challenged networks.

Based on DTN overlay network, Hyyryläiinen et al. [9]
developed a DTN Mail Application, which allows a mobile
end-user to receive and send email while roaming in a chal-
lenged network. The general idea of the DTN Mail appli-
cation is: sender’s DTN enabled device encapsulates RFC
2822 [6] compliant messages into DTN bundles. Then, DTN
Bundle protocol and convergence layers transmit the bun-
dles across a challenged network. Receiver’s DTN enabled
device receives the bundle from the DTN overlay network,
recovers it into the original email message, and delivers it
further.
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3 Security of DTN Mail Application
In order to explore the security problems of DTN appli-
cation, especially DTN Mail application, which has more
requirements for security and privacy, we perform eaves-
dropping tests based on DTN Mail application. We use the
DTN Mail implementation provided by our DTN research
group [9] and DTN router (i.e., DTNd) from DTN reference
implementation [3].

3.1 Architecture of DTN Mail Application
The architecture of the DTN Mail application is illustrated
in Figure 1. The components in our DTN Mail application

Figure 1: Testing environment.

tests include:

• Sending mail client and Receiving mail client are just
normal email clients, for example, Firefox Thunderbird.

• DTNMail node works as an interface between the nor-
mal Internet and a challenged network. It contains DT-
NMail component and a DTN router component.

DTNMail exchanges SMTP packets with Sending mail
client. DTNMail uses Open Network Computing Re-
mote Procedure Call (ONC RPC) to cooperate with the
DTN router. DTN router accepts and transfers DTN
bundles with other DTN routers, and all traffic going in
or out from a DTN network must pass through it.

• DTNMailGW node consists of DTNMail gateway (i.e.,
DTNMailGW) and one DTN router.

Just as the DTNMail node, DTNMailGW node is an in-
terface between the normal Internet and a challenged

network. DTN router component exchanges bundles
with other DTN routers. DTNMailGW component ex-
changes SMTP packets with traditional mail servers.

• Classical Mail server is just a traditional mail server lo-
cated in the normal Internet. In this testing, we use the
mail server of our department.

In this architecture, sending mail client and receiving mail
client are in the normal Internet environment. The network
between the DTNMailGW node and the DTNMail node is
a challenged network. In this network, DTN routers form a
DTN overlay network, using the bundle protocol to transmit
data.

The transactions in the DTN Mail application follow these
steps:

1. Sending mail client sends email to DTNMail node by
using SMTP.

2. DTNMail node encapsulates received SMTP messages
into the DTN bundles (BP). Then, bundles enter DTN
overlay network via a DTN router and travel in the chal-
lenged network.

3. The bundles will finally be delivered to the receiver
when the receiver’s DTN-enabled devices (i.e., DTN-
MailGW in Figure 1) makes contact with some DTN
routers, which are carrying the mail bundles.

4. The receiver’s DTN-enabled device recovers the mail
bundles to RFC 2822 compliant messages and forwards
them further via SMTP to receiver’s traditional email
server.

5. Finally, the receiver picks up the email over POP or
IMAP using an email client connected to a traditional
email server.

3.2 Security Mechanisms for DTN Mail
In order to provide confidentiality and integrity for email,
encryption and digital signature can be used in DTN Mail
application. In Figure 1, when DTNMail receives email mes-
sages in Multipurpose Internet Mail Extensions (MIME) for-
mat from an email client, it will encrypt it using public key,
and optionally signs it before encapsulating it into DTN bun-
dle. DTNMail’s public key is in the form of an X.509 cer-
tificate, which is signed by the DTNMailGW. DTNMailGW
acts as a certificate authority in this architecture. When a
mail bundle finally arrives at DTNMailGW, DTNMailGW
decrypts the message and verifies the user certificate whether
it is signed by DTNMailGW or not. Only after a successful
verification, the DTNMailGW will relay the original mes-
sage over the Internet to a traditional mail server.

3.3 Traffic Eavesdropping Test
Be design, DTN Mail application encapsulates entire email
headers, body, and all its attachments in one DTN bundle
[9]. An attacker can eavesdrop the DTN bundle either on
wire or over air, then use a packet analyzer to interpret ap-
plication data from the DTN bundle. As a result, privacy of
application data is heavily violated.
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For the experimental part of this paper, we use a traffic an-
alyzer tool, called Wireshark 1, to capture traffic in the DTN
Mail application architecture, and then interpret messages
from the captured traffic. Our objective is to explore the vul-
nerability of DTN Mail application security in the case of
an eavesdropping attack. Figure 2 shows the eavesdropping

Figure 2: Eavesdropping points in the architecture.

locations, where we use Wireshark to capture traffic in our
tests. In order to compare an email bundle with the original
email messages, we capture SMTP packets between sending
email client and DTNMail. From the viewpoint of an email
client, DTNMail serves as a normal SMTP server. Besides
of that, We capture DTN bundles from the link between the
DTN router in DTNMail node and the DTN router in DTN-
MailGW node, trying to interpret original email messages
from the DTN email bundle.

In our testing, DTN routers use TCP convergence layer [2]
to transfer DTN bundles with flooding based routing proto-
col in the DTN bundle layer. We capture traffic in a situation
where the encryption mechanism in section 3.2 is not in use,
as well as in a situation where the encryption mechanism is
used.

4 Analysis of the Result
In this section, we use Wireshark traffic analyzer to inter-
pret messages from the eavesdropped traffic. Based on the
results, we look into the security issue of DTN Mail applica-
tion.

4.1 Eavesdropping Tests Result
Figure 3 shows a TCP stream analysis result based on SMTP
packets captured from the link between DTNMail and send-
ing email client. As shown in Figure 3, Wireshark success-

1http://www.wireshark.org/

fully interprets SMTP messages and email messages. Many
details are revealed, including the email, sender’s address
and receiver’s address.

220 Welcome to DTN Mail Daemon’s SMTP Server
EHLO [127.0.0.1]
500 Command Unrecognized:
HELO [127.0.0.1]
250 OK
MAIL FROM:<lushengyehut@gmail.com>
250 OK
RCPT TO:<slu@netlab.tkk.fi>
250 OK
DATA
354 Start mail input; end with <CRLF>.<CRLF>
Message-ID: <491DB092.2020701@gmail.com>
Date: Fri, 14 Nov 2008 19:08:34 +0200
From: slu <lushengyehut@gmail.com>
User-Agent: Thunderbird 2.0.0.17 (X11/20080925)
MIME-Version: 1.0
To: slu@netlab.tkk.fi
Subject: Hello
Content-Type: text/plain; charset=ISO-8859-1; format=flowed
Content-Transfer-Encoding: 7bit

hi,

It was nice to meet you! BTW, do you like Italian food?
.
250 OK
QUIT
221 Server closing transmission channel
250 OK

Figure 3: TCP stream analysis of the SMTP transactions.

Figure 4 depicts the TCP stream analysis of the DTN bun-
dle protocol transactions eavesdropped between the DTN
router in the DTNMail node and the DTN router in the DTN-
MailGW node. Wireshark is used to decode the application
layer data as ASCII characters.

......R.......;........X@dtn.//slu@netlab.tkk.fi/mailto

.//pc20.netlab.tkk.fi/mailto.none....>Received: from [1
27.0.0.1] by [127.0.0.1]; Fri, 14 Nov 2008 19:08:34 +02
00
Message-ID: <491DB092.2020701@gmail.com>
Date: Fri, 14 Nov 2008 19:08:34 +0200
From: slu <lushengyehut@gmail.com>
User-Agent: Thunderbird 2.0.0.17 (X11/20080925)
MIME-Version: 1.0
To: slu@netlab.tkk.fi
Subject: Hello
Content-Type: text/plain; charset=ISO-8859-1; format=flowed
Content-Transfer-Encoding: 7bit

hi,

It was nice to meet you! BTW, do you like Italian food?
..@@@@

Figure 4: TCP stream analysis of the DTN BP transactions.

As demonstrated in Figure 4, by eavesdropping DTN bun-
dle transactions, an attacker can discover email headers,
email body and Endpoint IDs (i.e., EID) of the DTN routers.

We perform the same testing when the encryption mech-
anism of DTN Mail is enabled, as described in section 3.2.
Figure 5 shows the result of the TCP stream analysis of DTN
bundle transactions.

From Figure 5, we can find that DTNMail protects the
privacy of email by encrypting and signing the email body
(i.e., using S/MIME). Attackers can use packet analyzer to
interpret email headers and EIDs of DTN routers from DTN
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@@......V.......?....P./.XDdtn.//slu@netlab.tkk.fi/mail
to.//slu@pc20.netlab.tkk.fi/mailto.none.....Message-ID
: <3686501.1226686288398.JavaMail.slu@lenovo-jo>
Mime-Version: 1.0
Content-Type: application/pkcs7-mime; name="smime.p7m";
smime-type=enveloped-data
Content-Transfer-Encoding: base64
Received: from [127.0.0.1] by [127.0.0.1]; Fri, 14 Nov
2008 20:11:27 +0200

Date: Fri, 14 Nov 2008 20:11:26 +0200
From: slu <lushengyehut@gmail.com>
User-Agent: Thunderbird 2.0.0.17 (X11/20080925)
To: slu@netlab.tkk.fi
Subject: hello

MIAGCSqGSIb3DQEHA6CAMIACAQAxgeEwgd4CAQAwRzA6MQswCQYDVQQ
GEwJBVTEMMAoGA1UECBMDdGtrMQwwCgYDVQQKEwN0a2sxDzANBgNVBA
MTBm5ldGxhYgIJAKB+IfFuSNykMA0GCSqGSIb3DQEBAQUABIGABRd0d
llSEMlfMpiOXwomDpqXkQUAK3Rkja/lOIDQY7zwn7LVjCoCm2BxvIGA
Y0F/mtf57JE1JnIM6Y/E60tQl5xQY4HO+yFU+qIOO29T0vEW/9RTC4t
v2DIZs5g9OHPZpaIfkmJ2McFAYdvvpTnw0FVW9GPtxCf57F1l5oUedQ
0wgAYJKoZIhvcNAQcBMBkGCCqGSIb3DQMCMA0CAToECC/Ka95A

...

Figure 5: TCP stream analysis of the DTN BP transactions
(with encryption).

bundles, but they can not discover the content of the email
body.

4.2 Confidentiality and Integrity

From Figure 4, we can find that DTN bundle protocol does
not provide any confidentiality or integrity protection for ap-
plication data. Application data are encapsulated as payload
blocks into DTN bundles without any modification. In the
case of DTN Mail Application, there are three options to im-
prove the confidentiality and integrity security for applica-
tion data.

Firstly, as the security mechanism adopted in section 3.2,
before application data are encapsulated into a DTN bundle
and enter DTN overlay network, they are partly or wholly en-
crypted by a DTN application proxy. In our DTN Mail appli-
cation, the DTN application proxy is DTNMail or DTNMail-
GW. DTNMail intercepts SMTP messages from an email
client, and performs S/MIME encryption and signing opera-
tion on the email body. When the DTN bundle finally leave
DTN overlay network, they are decrypted by the DTN appli-
cation proxy. In our case, DTNMailGW performs S/MIME
decryption and verification signature operation. Using this
method, application data obtain confidentiality and integrity
security services while they are traveling across DTN over-
lay network. Attackers can discover some DTN bundle layer
routing information from eavesdropped traffic, for example,
in Figure 5, sender endpoint ID and receiver endpoint ID are
plaintext.

Secondly, DTN Mail Application can adopt end to end
security. In other words, sending email client and receiver
email client provide S/MIME services before email starts
traveling via SMTP and after it arrives to the destination. In
this way, email body are safe during the whole path. This op-
tion has the same problem as the previous one: eavesdropper
can interpret the sender endpoint ID and the receiver end-
point ID information. One thing worth of mentioning is that
email headers can not be encrypted in this case, because they
are needed by SMTP to do application layer routing.

Thirdly, Bundle Security Protocol [8] can provide hop by
hop security when the DTN bundles are transmitted within
the DTN overlay network. Unlike the first option, this op-
tion provides a comprehensive security solution at the bundle
layer, hence, it is not subject to the specific DTN application
proxy. Bundle Security Protocol defines some bundle blocks
to provide confidentiality and integrity service for payload
by the use of encryption mechanism. However, because the
DTN bundle layer uses endpoint addresses to perform rout-
ing, the confidentiality for the source or destination endpoint
addresses, or any other endpoints in bundle blocks can not be
protected [4]. One solution to this issue is using bundle-in-
bundle encapsulation (BiB). Unfortunately, currently there is
no state-of-art implementation of Bundle Security Protocol
yet.

4.3 Denial of Service
The certificate verification mechanism of section 3.2 protects
classical Mail Server from Denial of Service (DoS) attacks
at the application layer. The reason is that DTNMailGW ver-
ifies user certificate before it relays SMTP messages to clas-
sical Mail Server. If the verification fails, it will drop the
packets.

DoS attacks may happen at any layer. At the bundle layer,
DTN nodes use limited storage resource to store the carried
bundles. Their transactions with each other usually involve
long latencies. These facts make DoS attack more effective.
Bundle Security Protocol tries to solve this problem by using
hop by hop verification mechanisms. But the mechanisms
themselves also consume many resources in DTN overlay
network.

4.4 Leaking Privacy from Lower Layer
DTNs utilize convergence layer for transmission, e.g. TCP
convergence layer, Bluetooth convergence layer, or ethernet
convergence layer. Similarly, a convergence layer utilizes
the underlying layer where it resides on to implement exact
transmissions. So the underlying layers might leak some user
privacy as well.

For example, in WLAN Ad-hoc environment: since no
server provides networking configuration services, DTN
nodes have to use zeroconf or service discovery to form an
opportunistic link dynamically. In other words, node should
announce itself and discover peers in order to dynamically
establish contact with other DTN-enabled WLAN Ad-hoc
nodes. During the process of announcement and discov-
ery, they will leak many private details, for example, IP ad-
dresses, or application related information.

In our testing, Wireshark did not detect privacy leak re-
lated with service discovery, because we are not using a dy-
namically formed opportunistic contact, instead we are using
a pre-configured link. However, this is not often the case in
real world.

5 Conclusions
The seminar paper looks into the security problems of an
DTN application, by using DTN Mail application as a real

46



TKK T-110.5290 Seminar on Network Security 2008-12-12

world example. The testing results indicate that the bun-
dle protocol does not protect the privacy of application data.
There are several possible solutions to provide DTN Mail
application security.

On application layer, DTN application proxy uses
S/MIME to protect email body. The paper shows the eaves-
dropping test result for this scenario. S/MIME can also be
used in the email client, and this provides an end to end so-
lution for communication security.

On bundle layer, we can extend the bundle protocol to
support confidentiality, integrity and DoS-resistance features
within the DTN overlay network. Bundle layer security is
currently a hot research topic, because many issues about
it remain open. Because of the unstable connection char-
acteristic of a challenged network, many existing security
solutions and protocols can not be adopted in a DTN over-
lay network. For example, TLS needs several transactions
for exchanging encryption parameters; in DTN environment
however, several transactions might result in unacceptable
latency. Besides, most security mechanism are based on en-
cryption, for which a key management mechanism is needed.
However, currently there is no delay-tolerant method for key
management yet.
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Abstract

Grid infrastructures for scientific computing differs fromtra-
ditional computing services because of an architecture based
on middleware and administration by the use of virtual or-
ganisations. Moreover,some concerns have been expressed
on the security of computing grids. Grid infrastructures
might cause new information security risks in addition to ex-
isting risks related to all IT systems.

Measures for operations security such as acceptable use
policies and user security guidelines are one fundamental
prerequisite for creating trust in computing environments-
in addition to secure system architecture and system admin-
istration.

This paper surveys operations security documentation for
end users in three computational grid infrastructures in the
Nordic Countries. The survey is limited to such security
guidelines for end-users, which are publicly available on the
Grid provider web site. The survey shows that few security
guidelines or policies for acceptable use were directly avail-
able and the policies were inconsistent and quite different
when compared with each other. Our contribution is to show
that it would be in the interest of the grid principals to syn-
chronise security policies and define a lowest common level
for security.

KEYWORDS: Computational Grid, Trust, Operations Secu-
rity, M-grid, SweGrid, Norgrid

1 Introduction

Advanced research in science, engineering and, also in some
formalized and quantitative variants of social sciences re-
quires robust and reliable ITC services. Computational re-
search has replaced and complemented tedious laboratory
tests because of the efficiency and repeatability of simula-
tions. Moreover, researchers can often do their experiments
much faster and more extensivelyin silico (with the help of
computer based modelling and computational science) in-
stead ofin vitro (through physical experiments in laborato-
ries or by field testing).

As governments see research and development as a mean
for increasing economic growth and the competitive edge of
their nations, significant investments for computational ser-
vices in national research and education networks has been
made worldwide. Instead of dedicated and self-managed
computing servers, researchers have increasingly favoured
grid computing as a more flexible and powerful research in-
frastructure, often managed and operated by themselves. The

basic operational principles of computational grids will be
presented in the next section.

The security of the computational services can be threat-
ened by, among others, errors, misuse, or malicious intrud-
ers [18] . Some dramatic intrusions and root compromises in
some grid infrastructures raised the question whether all rea-
sonable measures are performed to ensure system integrity
and service availability.

Proper technical and administrative security measures to
cope with identified risks should be taken to avoid service
breaks due to the reasons described above. According to
the basic principles of information security, risks shouldbe
mitigated by administrative, logical or physical securitycon-
trols, such as policies, access control and monitoring [14].
Security controls should, as commonly suggested,define ac-
ceptable use, inform users and other parties how to comply
with guidelines, and also technically prevent or mitigate un-
wanted behaviour. Due care and diligence requires proactive
and systematic measures to mitigate information security re-
lated risks.

The purpose of this paper is to show how trust is man-
aged in grid computing and who is responsible for security.
What are the measures to ensure the security of the systems
providing computational services to the researchers? How
can adequate trust in the services provided be assured ? De-
spite the many improvements in technical security for grid
infrastructures compared with traditional computing servers
we will focus on the management side of security in this pa-
per.

The current paper will limit itself to theoperations se-
curity of grid computing and exclude questions related for
example to architecture and protocol design. There are sev-
eral overlapping information security domains, such as ac-
cess control, cryptography, and operations security. Opera-
tions security is used to identify and define security controls.
One could say that operations security is the most obvious
and visible set of security measures. Operations security in-
volves theadministrative management of informa-
tion processing operations, the concepts of security for op-
erations controls, resource protection, auditing, monitoring,
and intrusion detection and prevention [14].

Moreover, this study compares publicly available security
guidelines for end users of a grid service. Security guidelines
for system administrators, as well as technical implementa-
tions of security architecture and security monitoring, will
be out of the scope of this paper despite their importance for
maintaining trust and security. We will survey and compare
how operations security is implemented on some infrastruc-
tures for grid computing in the Nordic Countries.
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The following grid infrastructures will be surveyed for
user security guidelines:

• The Finnish M-grid

• The Swedish SweGrid

• The Norwegian NorGrid

To limit the scope of the paper, additional computational
grids have not been included.

In Section 2, we introduce an outline of the architecture
and functions of grid infrastructures. Section 3 describes
some security threats related to grid infrastructures. After
defining methods and material for the study in section 4, a
case study of three computational grids in the Nordic coun-
tries is presented in section 5. The paper will present results
in section 6 and in some discussions in section 7 on how
the operations security of computational grids should be im-
proved, based on the findings in the comparisons. Also, pos-
sibilities for further research will be discussed. Finally, a
short conclusion in section 9 will summarise the paper.

2 Computational Grid Infrastruc-
tures

The benefits and potentials of grid computing has already
been presented in 1998 in a classical paper by Foster et al.
[13] :

"A computational grid is a hardware and soft-
ware infrastructure that provides dependable, con-
sistent, pervasive, and inexpensive access to high-
end computational capabilities."

Compared with traditional services for scientific comput-
ing grid computing adds the concepts of middleware for en-
abling the use of distributed systems and virtual organisa-
tions for distributed administration.

Foster et al. [12] have compared principal differences be-
tween grid computing compared with other systems. Ac-
cording to the comparison, computing resources are not ad-
ministered centrally in grid computing, open standards are
used, and a non-trivial quality of service is achieved.

From an individual researchers point of view, grid com-
puting is an available network service enabling computa-
tional tasks which are not possible or feasible, due to rea-
sons related to performance to run on local workstations or
servers.

Grid computing has evolved as a more flexible middle
range alternative to centralized scientific computing on su-
percomputers. Scientific computing has long traditions in
hard sciences as physics and chemistry but other branches of
research have also noted the benefits of simulation by com-
puting instead of tedious testing and experiments.

Several technologies and technical implementations for
computation grids coexist. In the Nordic Countries, re-
searchers have cooperated with National Research and Ed-
ucation Networks through the NorduGrid Collaboration
to create and support the Advanced Resource Connector
(ARC), also refered to as the NorduGrid middleware. ARC

Figure 1: Basic topology in ARC based Grids

is based [11] on several Open Source solutions like Globus
Toolkit R©for (R) (GT) libraries, Grid Security Infrastruc-
ture (GSI), OpenLDAP, OpenSSL, and Simple Authentica-
tion and Security Layer (SASL) [16] Grid jobs are submitted
to computing clusters via the gridftp protocol.

Fig. 1 illustrates, from the user point of view, the basic use
case in an ARC based grid environment consists of roughly
of the following stages:

• User receives a X.509 certificate from a trusted Certifi-
cate Authority

• The user is joined to a Virtual Organisation

• When submitting a grid job a LDAP query on available
resources is made to the Grid Index Information Service
(GIIS) and Grid Resource Information Service (GRIS)

• The actual grid job and related data is sent to the com-
puting nodes over gridftp (GFTP) through authentica-
tion and authorisation in the front end node.

3 Security Threats related to Grid In-
frastructures

Grid computing seems to include not only all the classical
information security risks, but also new risks related to grid
technologies and the innovative organisational structures of
grid services[8].In addition, there have been some security
concerns related to grid services due to it’s nature of new
technology operated by persons outside the sphere of the
traditional systems administrators of scientific computing.
However, compared with traditional scientific computing,
Grid technology and protocols include many extraordinary
proactive security controls to ensure safe operations in open
environments [23] .

The greatest security challenges for computational grids
are perhaps after all not based on improper technical secu-
rity controls but on issues related to operations security,that
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is, how to motivate, educate and oblige all users and adminis-
trators to ensure security. Despite a generic well known prin-
ciple to automate security through technical security controls
in protocols and services, few technical controls can totally
ensure trust if users and administrators threats the system
from inside.

For computational grid infrastructures the opera-
tions security challenges are accentuated due the cross-
organisational management by virtual organisations. Hence,
computational grids must in addition to implement best
practices in technical security controls, also implement
operations security measures to ensure the lowest common
security nominator.

4 Methods and materials

The researcher as the typical user of a computational grid is,
or at least should be, concerned about how the computing
environment implements the core objectives of information
security, confidentiality, integrity, and availability [14]. Er-
rors, malfunctions, service breaks, deviations, and incidents
can endanger the schedule or even the results of the research.
Also, research data and some of the results might be confi-
dential and for this reasont o be protected against unautho-
rised access. The requirement of confidentiality might result
from the competitive nature of the research or reasons related
to compliance, for example privacy laws which apply for the
research data.

From the researchers point of view it is a question of trust.
As pointed out in [10],the interest of the end-user is not only
related to the technical end-to-end reliability of the services
but also the trust and trustworthiness that the services are
operated in accordance with the interest of the end-user. We
will show how providing trust is implemented in grid com-
puting by means of operations security measures as mani-
fested in user related security policies and guidelines.

In grid computing, as pointed out in [8], there might be
even more stakeholders than in commercial internet services.
The roles providing and supporting the service can include
local grid site system administration, grid federation, local
(university) IT Computing Centres providing Data Centre
services, local or national Computer Security Incident Re-
sponse Team (CSIRT) and the National Research and Edu-
cation Network (NREN) providing network carrier services.

We studied the publicly available documentation of op-
erations security guidelines in some computational grid in-
frastructures to see how trust is defined and described in the
security policies and in the security guidelines.

In this initial and exploratory study, we aim at clarifying
whether the security related rights and responsibilities for
different stakeholders are defined in the security guidelines.
The research questions for each grid infrastructure are:

Q1: Does the service require the end-user to follow an ac-
ceptable use policy (AUP)?

Q2: Does the AUP include obligations for the end-user?

Q3: Is the grid service committed to provide a minimum
service or availability level?

Q4: Does the security policy include sanctions such as clos-
ing of an account at risk for not complying with the
AUP?

Q5: Is the AUP supported by security guidelines for the
end-user on how to practically implement the security
measures?

In this paper we will only perform a short survey based
on publicly and trivially available information on the grid
web site. No interview of helpdesk, customer service or ad-
ministration will be done, although much more knowledge
and understanding could be achieved using such more time-
consuming methods.

5 Case Study

5.1 The Finnish M-grid

Material Sciences National Grid Infrastructure (M-grid) is
a joint project between CSC, seven universities and The
Helsinki Institute of Physics (HIP). The project consists of
building a computer network in which computers are situ-
ated at different locations but are in shared use through grid
technology. The systems are connected to the Nordic Nor-
duGrid network, but access is currently limited to M-grid
partners and CSC customers [4].

Q1: Yes, there is an AUP [1], but it is not announced on
the web pages of the service, The AUP can be found from
https://extras.csc.fi/mgrid/sec/, but also there the linkis bro-
ken and requires some extra searching.

Q2: Yes, The AUP include several obligations for the end-
user, among other:

- The M-grid services and systems are intended for pro-
fessional, academic research or education. - Your account
is personal and may not be shared with other people. - You
must protect your account and private keys with good pass-
words. - You must respect privacy and confidentiality of
other users’ files and data.

Q3: Yes and no. In the security policy if M-grid [2] it is
stated that the site will ensure high availability of the system,
and delegating responsibilities to administrators. Also,it is
said, ’management has approved, supports and will enforce
this policy’. Guaranteed availability levels are althoughnot
announced.

Q4: Both. Current AUP and Security Policy is mostly a
recommendation although it is stated that Accounts of users
who are not affiliated with the site any more should be re-
moved or disabled within two weeks.

Q5: Yes, there is an additional M-grid User Security
Guideline [3]

5.2 The Swedish SweGrid

Swegrid is a Swedish national computational resource, con-
sisting of over 3000 cores spread out over 6 clusters at 6 dif-
ferent sites across Sweden. The sites are connected through
the high-performance GigaSunet network [7].

Q1: Yes and no. According to the site web pages Re-
searchers linked to any Swedish academic institution may
apply for (computing) time on SweGrid resources but there is
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no single Acceptable us policy available on the Swegrid web
pages. According to the web pages applications should be di-
rected to SNAC (Swedish National Allocations Committee)
[6], which in turn directs researchers linked to any Swedish
academic institution to apply for time on HPC resources at
the following six national centres in Sweden: HPC2N, PDC,
NSC, UPPMAX, C3SE, or LUNARC.

There is no single common acceptable use policy for all
Swegrid users but the centres have somewhat compatible but
heterogeneous policies of their own small scale projects:

• HPC2N, Rules for using HPC2N resources and services
[17],

• PDC, Rules for computer, network and system facilities
[15],

• NSC, Rules for NSC user account holders [5]

• UPPMAX, Rules for NSC user account holders [22]

• C3SE, No online acceptable use poliy was found

• LUNARC, Lunarc Rules Concerning Accounts [9]

The procedures for applying for computing time differs
depending on the size of the project, other procedures applies
for medium and large scale projects

Q2: Yes and no.
The different local policies do include some obligations

for the end-users, for example:
‘̀Exploitation of defective configurations, program errors

or any other method to secure a higher level of privilege then
authorised is prohibited’́ ref17

There are great variations between the the policies in
scope and in levels of obligations.

Q3: No. Statements of guaranteed availability was not
found

Q4: Yes and no.
For example the NSC rules state that breach of the rules

may result in account termination and/or legal prosecution.
Q5: Yes. Several security guidelines for users were found,

although they varied much in scope and depth.

5.3 The Norwegian NorGrid

NorGrid [19] develop and maintains national grid infrastruc-
ture that provides easy and secure access to distributed re-
sources, provides large aggregate capacities for computa-
tion, storage and data transfer, optimizes the utilizationof
the overall resource capacity, and make Norway an attractive
partner in international grid collaborations.

Grid security procedures for users are described in the
NOTUR[20] guide for users [21]..

Q1: Yes. All Nordgrid partners have some AUPs.
Q2: Yes. The partner AUPs include some strictly worded

obligations.
Q3: No. Documents describing guaranteed or achieved

service availability was not found.
Q4: Yes. Sanctions were described.
Q5: Yes. There were some advice in the guidelines.

Question Mgrid Swegrid Norgrid
Q1 1 X 1
Q2 1 X 1
Q3 X 0 0
Q4 X X 1
Q5 1 X 1

Table 1: Operations Security User documentation survey on
Nordic Computational Grids

6 Results

Table 1 presents the results in tabular form. Number 1 stands
for yes, number 0 for no and X for both or indefinite. To
facilitate interpretation of the table, we present the questions
asked again:

Q1: Does the service require the end-userto follow an ac-
ceptable use policy (AUP)?

Q2: Does the AUP include obligations for the end-user?

Q3: Is grid service committed to provide a minimum ser-
vice or availabilty level?

Q4: Does the security policy include sanctions such as clos-
ing of an account for not complying with AUP?

Q5: Is the AUP supported by security guidelines for the
end-user on how to practically implement the security
measures?

The study and results shows that, operations security as
manifested in end user related security policies and security
guidelines, were implemented in heterogeneous ways in the
grid infrastructures studied. That is, by definition, not a neg-
ative finding, as by the very definition grid infrastructures
are based on distributed administration. Common or similar
policies could just point to a lack of distributed administra-
tion.

A somewhat disturbing fact found out by study, was that
in some grid infrastructures, no operations security measures
were at least publicly documented on the internet. We also
found some inconsistent, outdated and quite short guidelines
and policies.

Some security guidelines presented handling of certifi-
cates primarly as a technical challenge necessary to solve to
be able to send grid jobs. We would also like to see that the
users simultaneously trained about the security implications
and proper storage of the certificates.

This paper has made a very limited scratch on the surface
and the depth of the survey could be questioned. More re-
liable surveys would need to also include both technical au-
dits, interviews and assessment of grid system administration
procedures as well.

To manually search for security documentation on the in-
ternet is by no means an exhaustive method. Documents
might be available on print, guidelines communicated only
manually, web pages can be temporary unavailable or the
researcher might by human error just miss the link were
the policies and guidelines can be found. Regardless of the
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shortcomings of this simple method, a total lack of security
documentation is an indication of poorly implemented op-
erations security. Documentation only doesn’t enable and
empower operations security, In addition security training,
continuous awarness building and motivation is needed.

The research questions could be scrutinised, were they the
optimal ones to ask. Now, when some results are already
known, better questions could be formulated for future re-
search. More extensive research could formulate and test
implementations of well known taxonomies on operations
security

The methods used in this paper can also be criticised for
a kind of ethnocentrism. The questions asked had perhaps
a bias to practices implemented in the home country of the
researcher. It is often too easy to think that familiar practices
are more secure and reliable than those practised by others.

7 Discussion

Does security really matter in Grid computing? One of the
main reasons to invest in security is to maintain trust in sys-
tem and services. The concept of trust for network based
services has been clarified by a classical paper by Clark and
Blumenthal [10], where it is stated that

" trust or trustworthiness thus includes some of the
issues associated with security".

A trend of moving the end-to-end or trust-to-trust logic
from lower layers to more application-specific layers of com-
munication do make sense. Regulation or security controls
between the ends or the trusting parties is a controversial
question also for other stakeholders. The user or policy has
sometimes as anecdote been described as the eighth (OSI)
layer. We think, that that there should specially in Grid in-
frastructures and NRENs also be a reciprocal trusts between
security policies of different interconnected sites. One site
and one user can make large infrastructures on peril by just
missing simple rules of operations security. All threats can-
not be mitigated by good protocols and technical security
controls if the user doesn’t behave.

Whether or not the end-user trusts their systems, conve-
nience drives end- users to use them. In computational grids
the challenge is that often a single end-user does not have
staked more than perhaps a computational job which can be
generally easily repeated in case of system failure. Ensuring
long term service availability and system integrity shouldbe
in the interest of governments and principals who want to
secure the prerequisites for computational research.

Also for grid users it can be difficult to trust the complex
system. Trust architecture cannot be convincingly imple-
mented by technical security controls only, but needs opera-
tions controls to complement the technical ones.

Can the users in an environment with multiple stakehold-
ers, such as computational Grids depend solely on the techni-
cal security controls built in to the system architecture? Our
answer is no. To obtain true end-to-end trust, people also
need to be obliged, educated, and motivated to and for oper-
ations security.

Without making any allegations of insufficient operation
security controls at those computational grid sites which

have lately suffered from serious hostile intrusions, many
grid administrators probably do try to assess the risks also
related to operations security.

International bodies, such as EGEE, NDGF and E-IRG,
who are developing technologies and services for grid in-
frastructures should encourage and support projects for har-
monising and synchronising operations security controls for
computational grids.

Also, the actual effects and implementations of operations
security should be researched in much further details.

8 Conclusion

In this paper we have surveyed the implementation of op-
erations security in three computational grid infrastructures
in the Nordic Countries based on security documentation for
end users. The survey has been limited to publicly available
material on the web site of the grid providers.

Operations security has been assessed, because in addi-
tion to secure architecture and technology, both users and
administrators need to comply with security practices to en-
sure availability and integrity of the grid infrastructures.

Despite the limited scope and economical methods of the
survey, our results show that the implementations of oper-
ations security vary greatly from site to site. Nevertheless,
most sites although communicate the most fundamental se-
curity behaviour to existing and future users.

In the future, more effort should be made to harmonise and
synchronise operations security controls in an between com-
putational grids to avoid unnecessary security threats in the
form of account and system compromises. Also, operations
security for computational science related services should be
an object for further comparative research.
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Abstract

Internet applications is prevalent in recent years, such ase-
commerce, web-based access to services and inter-personal
interactions by e-mail. The trustworthiness of these services
become a major concern. This paper reviews the various def-
inition of trust and properties of trust management. Some
typical examples of trust management solutions and their ap-
plication in practice are described. A SNS-based trust man-
agement concept is proposed.

KEYWORDS: Trust Management, public key credentials,
reputation system

1 Introduction

Along with the rapid development of network and commu-
nication technologies and increment of the population using
computers in the last decade, more and more interactions
concerning sensitive and private information are carried out
on the Internet, such as online business, net-bank service,
financial reports transmission and son on. This trend, result-
ing from the emerging forms of distributed systems, leads
to the migration from centralized access control systems to
distributed network-based trustworthiness access. Trustbe-
comes a critical issue in distributed systems. A flexible, ef-
fective, distributed and independent trust management mech-
anism is needed. To address this challenge, trust manage-
ment solutions have been proposed to protect users’ confi-
dential information. They differ from the traditional mecha-
nisms which are usually used for database or operating sys-
tem’s access control. Trust management is more suitable for
peer to peer web-based Internet services. For example, in
a e-commerce scenario, buyers must trust the sellers who
provide their advertised commodities before paying them.
Thus, a trust relationship should be established previous to
the transaction. In this paper, we provide an overview of the
trust management research and review the state of the art of
trust management solutions. Finally, a SNS based trust man-
agement mechanism is proposed.

The rest of this paper is organized as follows. Section 2
provides an overview of the trust management concepts and
model. In section 3, some typical trust management solu-
tions are introduced and analyzed. And a SNS based trust
management mechanism is proposed in this section also.
Some applications related to trust management are discussed
in section 4. And finally conclusion is made in section 5.

2 Trust management overview

Generally, trust is a mixture subject relative to trust persons’
or services’ properties, including competence, credibility, re-
liability etc. There is no consensus on the definition of trust
in the literature. Researchers usually define the trust in a spe-
cific way in a certain context environment. In an electronic
commerce context, We define trust as "the steady reliance on
the credibility, competence and security of a e-transaction".

The term trust management[5] was first created by Matt
Blaze and his colleagues in 1996. A trust management sys-
tem consists of numerous roles and properties. The main
roles of a trust management system is the trustor and trustee.
During a e-business transaction, the trustor is a service
provider providing some resources, such as a software ex-
ecution permission or an application service. The trustee is
an agent (representing a transaction partner or an individ-
ual customer) requiring access to the trustor’s advertisedser-
vices. A trust decision is binary decision on whether to trust
or not to trust the trustee considering its trustworthiness.

Trust management research stems from authorization and
authentication. Digital certificates[pubic key certificates]
can be used to authenticate one’s identity or membership in
a community. Credentials are enough, when the trustor is
convinced of the trustee’s identity and knows it to be a mem-
ber of some sufficiently trusted community. However, the
digital certificates cannot automatically or dynamically han-
dle whether permit an identity to access trustor’s resources
or not. In order to make it possible to automatically control
whether certain credentials have sufficient right to perform
certain actions, Policy languages[10, 8] are proposed.

In real e-commerce world, the trustworthiness of an en-
tity changes dynamically. The history behavior of the trustee
should be considered during a trust decision. In 2000, though
intrusion detection systems are proposed to monitor users’
behavior, the collected information was not taken into con-
sideration. None of the existing systems then yet covered
monitoring and re-evaluation of trust[18]. Since then, nu-
merous reputation systems have been proposed. Two repre-
sentative reputation systems in practice are eBay and Ama-
zon. Nevertheless, a reputation system usually gleans and
aggregates the history behavior of a group of entities within
a specific community. It would be effective and efficient
if different reputation communities could share the repu-
tation information in a friendly way. To solve this issue,
[16] proposed "A reputation and Trust management Broker
Framework for web applications". In the following section,
some representative trust management solutions would be
discussed in detail.
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3 Trust management Solutions

3.1 Public key credentials

A digital certificate is issued by a certification authority(CA)
and verifies that a public key is owned by a particular
entity[1]. It usually incorporates a digital signature to bind
a public key with an identity which describes the owner’s
information like name, organization, address etc.

In a typical public key infrastructure(PKI) scheme, the sig-
nature will be of a certificate authority (CA). The certifica-
tion authority is not responsible for verifying the trustworthi-
ness of the key owner, but merely authenticates the owner’s
identity. Due to the implicitly reduction of the trustor’s risk
in dealing with the trustee, it’s necessary to establish a ser-
vice access or service provisioning trust relationship. How-
ever, governing what resources or services the trustee is al-
lowed to access is not administrated by the certificate infras-
tructure, but is left up to the application level. Two of the
main certificate systems dealing with authentication are PGP
and X.509. They are also basis for the subsequent trust man-
agement systems.

Pretty Good Privacy is a computer program that provides
cryptographic privacy and authentication[1]. It is often used
for personal communication especially for e-mail type of ap-
plications by signing, encrypting and decrypting e-mails to
enhance the security. PGP as well as other similar prod-
ucts follow the OpenPGP standard[13] for encrypting and
decrypting data.

PGP supports message authentication and integrity check-
ing. Integrity checking can detect whether a message has
been changed since it was accomplished by the sender, and
authentication can be used to determine whether it was ac-
tually sent by the sender who claimed to be. The sender
leverages PGP to create a digital signature for the message
by signature algorithms. Firstly, PGP calculates a hash from
the plaintext, and then produces the digital signature from
that hash using the sender’s private key. And then, once re-
ceiving the message from sender, the recipient utilizes the
sender’s public key and the digital signature to recover the
original hash. The recipient compares this hash with the one
which is calculated by himself from the recovered plaintext.
If these two hashes match, it can be assumed with high pos-
sibility that the received message has not been modified dur-
ing the transformation and the message is sent by the claimed
sender.

PGP was created by Philip Zimmenrmann in 1991. While
originally used mainly for encrypting/decrypting the con-
tents of e-mail messages and attachments from a desk client,
PGP products have varied since 2002 into a set of encryp-
tion/decryption applications which can be determined by an
optional central policy server. PGP encryption applications
include e-mail and attachments, digital signatures, laptop full
disk encryption, file and folder security, protection for IM
session, batch file transfer encryption and protection for files
and folders stored on network servers and , more recently,
encrypted and/or signed HTTP request/response by means
of a client side and a server side plug in.[11]

In contrast with PGP, the X.509 trust model is a strictly
hierarchical trust model for authentication[7]. Every entity
having a certificate signed by CA is compulsory. In X.509,

all the certificate authorities are integrated to a CA tree.
When a user generates a public/private key pair, it register
the public one to a CA which can make certification on it. If
two users register with the same CA, it would be very con-
venient to communicate with each other, just by exchanging
their certificates directly. But if two users register with di-
verse CAs, they have to seek help from the high level CAs,
until a common CA is reached. Thus, the certification au-
thority tree is mapped to a trust tree.

It is important to note that neither of these models can be
used to model trust in all domains. Two steps are needed by
PGP and X.509. 1) bind a public key to its owner; 2) bind
the access rights to the public key. However, the step2 is out
of the certificate framework. PGP and X.509 only support
partial trust management because they just certify the iden-
tity but not bind it to access rights or authorized actions to
sources. To guarantee the entities’ trustworthiness, we need
to bind the access rights to a public key in one system. In the
following section, some classical trust management systems
are described.

3.2 Trust Negotiation Systems

Due to the limitation of Public key credentials based ap-
proaches, like PGP and X.509, which do not bind access
rights to the owner of the public key, some researchers pro-
posed trust negotiation(TN)[15] systems.

Figure 1: A trust negotiation(TN) process

As illustrated in Figure 1[2], a trust negotiation system
consists of a client(trustee) and a server(trustor). The client
asks for some resources possessed by the server, like some
sensitive information and service. During the negotiation,
the trust relationship between them increase by verifying the
properties of each other. Every participator’s propertiesare
described by digital credentials which are gleaned by each
party and reserved in credential repositories. In order to
bind access rights to digital credentials, disclosure policies
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are used to govern access control to resources. Disclosure
policies specify the credential constraints that the correspon-
dent party must provide to gain the access right.

PolicyMaker[10] is a trust management application, de-
veloped at AT&T Research Laboratories. It authorizes the
access rights to public keys. The PolicyMaker system is ac-
tually a query engine[18]. It assesses whether a required ac-
tion is consistent with the disclosure policies. The inputsto
the PolicyMaker interpreter include disclosure policies,the
received digital credentials and requiring description. The
output of it is tri-response, namely yes, nor or a list of re-
straints which can make the require to resources acceptable.

Other trust negotiation systems such as Keynote[9] and
Rule-controlled Environment For Evaluation of Rules and
Everything Else(REFEREE)[8], either make some improve-
ment or extension based on PolicyMaker. Although they can
are good approaches in some context for trust management,
they address only authorization based on public keys, which
still does not comprehensively solve the entire trust manage-
ment problem. They concentrate on establishing resource
access control over trust, and possibly service provision trust
in a static way. Due to the dynamic properties of human be-
ings(represented by trustee or trustor), the trustworthiness of
an entity is dynamic also. So as to make trust model more
dynamic, the history behavior of entities should be taken into
consideration as well. Reputation system is[3] what we need
and it will be discussed in the next subsection.

3.3 Reputation systems

Due to the growth and popularity of online transactions and
electronic business activities, previous distributed authoriza-
tion and authentication mechanisms can only provide trust
management in a static way. They can not guarantee that
an entity will always behave in a good way in every as-
pect.Reputation system is one of the solutions to address this
issue by collecting feedback ratings.

In the real world, when people go shopping, reputation of
the company is a key reference to make a decision on whom
you could rely upon and whom you could not. In the In-
ternet, reputation systems act as the same way as that in the
real world. In a reputation system, feedback rating from en-
tities are gleaned over a period of time to reflect the dynamic
trustworthiness of an entity. The entities here could either be
trustees or trustors.

The reputation systems that Amazon and eBay have
adopted are two representative examples. In practice, there
are lots of diverse ways to compute trust. Amazon calcu-
lates an average of product ratings based on customer re-
views; eBay lays out the feedback score and the percent-
age of positive feedbacks among all feedbacks. A suc-
cessfull reputation system should make it hard to build up
good reputation so that a user is less likely to abuse its hard
earned reputation[16]. But in order to prevent that some cus-
tomers to give malicious feedback, some measurements can
be adopted to improve the current reputation system, such as
giving high weights to trustors from higher reputation cus-
tomers.

As the centralized reputation systems, Amazon and eBay
also have the problems of vulnerability and scalability. All

the trust ratings for some customers in Amazon can not be
shared to eBay. To address this issue, a good trust recom-
mendation mechanism is needed, which will be discussed in
the following subsection.

3.4 SNS-based Trustworthiness recommenda-
tion system

Sharing reputation or trust ratings between different com-
munities is a great challenge. One user’s reputation rating
in one community cannot be mapped to that in another com-
munity directly, because different communities have diverse
trust perception of the same rating. Even if there may be
some solutions to solve the consistency among different rep-
utation system communities by giving different weights to
communities according to their overall reputation rating.But
this can lead to confution or mass because of the dynamic of
reputation rating of different communities and the difficulty
in setting up different weights to distinct reputation commu-
nities due to the competition among them.

In this paper, a SNS(Social Network Service)[17] based
Trustworthiness Recommendation Mechanism(STRM) is
proposed to address the share of reputation ratings among
distinct communities. SNS is online communities where
people can share their interest, activities, multimedia content
and so on. In recent years, incremental amount of people
start to use SNS related applications, especially social net-
work websites, like Facebook, MySpace, Xiaonei and so on.
Different SNS applications focus on diverse categories, such
as former classmates, relatives, colleagues. The key feature
of the SNS originates from the Six Degree of Separation
theory[12]. Its general concept is that anyone in the world
can know every other person by its friend’s introduction it-
eratively within six times. The closest friend is regarded the
direct friend whose degree is one. The friends of one degree
friends are the two degree friends. Therefore, go as this way,
the most unfamiliar friends are the six degree friends.

In the proposed STRM, we give diverse weights to friends
according to their degree. By this way, we link SNS de-
gree weights to trust recommendation system to share SNS-
based reputation ratings among different communities. Due
to the consistent perception of degree of friends, different
communities can share every other community’ recommen-
dation rating value directly.

As illustrated in Figure 2, the previous recommendation
systems can not unify the rating values among different rep-
utation communities. Even if a central agent is deployed as
a arbitration, there would be still no consensus from differ-
ent perspectives about the weights of rating value from other
communities.

While, if the proposed STRM is adopted as described in
Figure 3, then the raging value by different users in differ-
ent SNS-based communities would be mapped to the degree
of friendship. In this way, all reputation rating value is con-
nected together compatibly

Some simple mapping policy between rating value and de-
gree of friendship is formulated as follows.

In Table 1, the basic Value is depended on the degree of
the friendship, and the recommendValue is determined by
the friends. High degree friends could give high basicValue
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Figure 2: reputation rating system

Figure 3: SNS BASED reputation rating system

and large recommendValue scope. For example, a two de-
gree friend can give the reputation value combined with ba-
sicValue 5 plus recommendValue 1. So the final reputation
value is 6.

4 Applications of Trust Management

Trust management is used widely in the practice. A few ap-
plication domains that highlight some specific trust require-
ments are described in this section.

Along with the widespread utility of advanced technolo-
gies in clinical care, patient care becomes more and more
complex. Clinical Information System(CIS)[14] is a solu-
tion designed to manage the patient data into the computer-
ized information system. The development of large scale of
ICS networks facilitate the use of cryptography to guarantee
privacy, authentication and integrity of patient medical care
records. This in turn necessitates the trust management in
health networks. The trust management model of CIS must

Degree basicValue recommendValue
One degree 6 1-6
Two degree 5 1-5
Three degree 4 1-4
Four degree 3 1-3
Five degree 2 1-2
Six degree 1 1

Table 1: degree of friendship mapping to basic reputation
value

provide a mechanism to authorize physicians’ cryptographic
keys to undertake certain types of medical records. In [4],
the authors demonstrate the advantage of the PolicyMaker
approach to trust management. The PolicyMaker uses the
policy management and certification dissertations that it re-
ceives as inputs to permit or refuse a request.

Another trust management used domain is information re-
trieval systems. The major questions on trust are "Does
this piece of information meet my viewing needs?", "Will
I get the information I requested?", and "Will the informa-
tion have any effects on my system?"[18]. The first question
can be solved for the internet web pages content by PICS[6]
label. The principle idea of PICS is that there should be a
filter in the middle of web pages viewers and web contents.
PICS defines specifications for the format and distribution
of labels describing web pages content.by means of adding
meta-document.

5 Conclusion

With the expansion of broadband Internet and the emerg-
ing communication technologies, the growth of e-commerce,
military or other access to sensitive e-resources continues.
In such an open networked world, conventional systems
adopting identity-based access control mechanisms, such as
databases and operating systems no longer hold. How to es-
tablish the trust relationship between entities with no prior
knowledge of each other becomes an issue. Researchers have
proposed trust management as a novel mechanism to protect
users’ privacy and resources, and to enable people to deal
with the uncertainty. This paper concentrates on providinga
general overview of the state of the art on trust management.
A few application domains that leverage some specific trust
management systems are discussed.
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Abstract

Peer-to-Peer file sharing networks are widely used today as
a means of sharing and distributing digital content. How-
ever, the anonymous and open nature of P2P networks makes
them suitable platforms for sharing inauthentic files and free-
riding. One way to deal with such inauthentic resource at-
tacks and resource abuse is to construct a reputation-based
trust model which assesses the trustworthiness of the partic-
ipating peers based on their past behavior. The trust mecha-
nism should scale well for large number of peers and should
not require any central authority in order to compute their
trust values. Various simulations have shown that the de-
ployment of a trust scheme in peer-to-peer networks signif-
icantly decreases the number of inauthentic file downloads
under various threat circumstances, as well as reduces the
number of free-riders. This paper evaluates few of the exist-
ing reputation-based trust models in terms of their efficiency
and performance, and it further presents practical examples
of reputation systems being used in P2P applications.

KEYWORDS: Reputation, Trust Management, P2P Net-
works, Algorithms, Performance, Evaluation

1 Introduction

Peer-to-Peer (P2P) networks have set a new model for con-
tent distribution in the Internet. The scalable and distributed
nature have made P2P a very attractive solution for file-
sharing among peers, each of whom plays the role of both the
provider and the customer of the service. The lack of a cen-
tral authority for coordination, central database and reliable
connections; the open and anonymous nature of P2P - leave
an open door for anonymous peers to inject, among other ma-
licious content, inauthentic files in the network. Moreover,
the fact that any entity can join, and no entity is trusted or
monitored, further expose the P2P system to various attacks
and allow for malicious users to use the network without con-
tributing back to it. Therefore, trusting other peers and as-
sessing the quality of the content they provide is crucial for
the performance and the future of the P2P file-sharing sys-
tems; isolating free-riders and increasing the sharing-ratio
among peers improves the performance of the system. Such
circumstances necessitate for new methods which address
the problem of inauthentic resource attacks, but most im-
portantly, help identify and isolate malicious peers who can
pollute the network with unlimited amount of malicious con-
tent. Such methods should reduce the number of free-riders
and effectively increase the number of the sharers within the

system. As a result, a few reputation-based trust models
have been proposed to tackle such attacks and provide with a
feasible solution to trust management, including Eigentrust
[14], PeerTrust [10], Simitrust [6], CuboidTrust [3] and trust
management scheme with P-Grid [8, 7]. With their main
goal being the trust formation among peers, these trust mod-
els try to define the reputation of a peer i by computing a
global trust value, which is a collection of assessments of
all other peers in the network that have interacted with this
peer i. In this respect, the information about transactions
among peers is highly distributed throughout the P2P net-
work, therefore every peer can only compute an approximate
trust global value of a peer i, as well as of the whole network.
Depending on the design details of each trust method, the
trust metric which evaluates peer’s reputation constitutes of
important dimensions: direct and indirect transactions, con-
text, or quality of resource [3]. In the next sections, this
paper elaborates on few of the trust schemes; it further eval-
uates their effectiveness in reducing the inauthentic resource
attacks, but primarily, in identifying and isolating the mali-
cious users from the P2P network. In Section 2, trust con-
cepts and design principles of a trust scheme are discussed.
In Section 3, few of the existing reputation-based trust meth-
ods are explained and evaluated in terms of their effective-
ness and efficiency; their underlying algorithms are assessed
in terms of computation overhead, performance and security.
In Section 4, two practical examples of such trust methods
being implemented in actual P2P applications are given. In
this regard, the trust schemes are evaluated for their effec-
tiveness in eliminating the problem of resource abuse, caused
by free-riders.

2 Managing Trust
In electronic market, reputation has been used as a fostering
mechanism for cooperation among buyers and sellers. In a
setting such as eBay, traders make use of a feedback mecha-
nism to gain their reputation values [9]. This feedback mech-
anism enables each trader to publicly rate any other trader,
by submitting his feedback to a dedicated server. Contrary
to this scenario, the decentralized nature of P2P requires no
central servers but puts the burden of computing and main-
taining of global trust values on the peers themselves. Under
the latter infrastructure, trust management obtains a differ-
ent dimension; it becomes a mechanism that enables mutual
trust establishment, based on the reputation of peers. The
reputation is derived from direct or indirect knowledge of
previous transactions among peers, and it is used as a means
to assess the level of trust one peer puts into another peer [8].
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Aberer et al [8] emphasize the importance of context when
considering trust, but context considerations are out of scope
in this paper.

Aberer et al further present a model which helps build a
trust assessment method as follows: one can derive the trust-
worthiness of peer p from B, where p is part of the commu-
nity P and B constitutes of all the transactions that have oc-
curred among the peers of community P. However, the ques-
tion of data management immediately arises in this situation:
how to reliably obtain and efficiently maintain this set of be-
havioral data B, as well as, how can peers obtain the nec-
essary data from B in order to compute trust of other peers.
Moreover, it is a flawed approach to determine the trust of
a peer based on data sources - whose reliability cannot fully
be determined, therefore it is crucial that each peer providing
data about their previous transactions should as well be as-
sessed for its trustworthiness. P-Grid [7] has been proposed
to address this issue - which will further be elaborated in the
next section of this paper.

Even under the scenario where there is a lack of a central
data source [8], where peer p relies partially on the data ob-
tained from direct interactions and on the data provided indi-
rectly through witnesses in order to obtain reputation values,
issues arise to whether the data received from witnesses is
reliable at all, since they can be malicious.

Thus, in order to properly define design details of a
reputation-based trust scheme for a decentralized P2P sys-
tem, all of the above questions, among others, should be ad-
dressed. For the reputation system to become fully scalable
and effective in a distributed environment, according to [14],
the following issues should be addressed:

• The shared ethics is defined and enforced by the peers
and not a central authority. In other words, each peer
stores the transactions it has had with other peers and is
therefore able to rate them

• Peer’s anonymity should be enforced; each peer’s repu-
tation should be associated with an identifier and not an
IP address

• Newcomers to the system should not benefit initially;
the reputation of peers should be build by constant good
behavior. Moreover, malicious peers with bad reputa-
tion should not be able to change their identifiers in or-
der to obtain the status of a newcomer

• The underlying algorithm should have minimal over-
head in terms of computation, storage, and message
complexity

• The system should be resilient to collectives of mali-
cious peers who try to subvert the system

3 Trust-Based Models
Selection of honest peers and reliable information remain the
two most critical components that ensure a successful perfor-
mance for a P2P file-sharing system; tasks that are particu-
larly hard to achieve under a fully decentralized architecture.
The new approaches suggest for trust-based mechanisms that

would address a wider range of issues: inauthentic resource
attacks, resource abuse, or increase of incentives for peers
to share. Moreover, trust-based schemes seem to be the pre-
ferred method even for data validation - where simple hash-
ing techniques or cryptographic signature based solutions
such as [2] would have offered efficient ways to confirm con-
tent authenticity. Wang et al [15] suggest that a trust evolu-
tion model - to build trust relationships among peers but also
predict the quality of the resources provided by the peers, is
the new differentiated approach from the traditional stance.
In this regard, Wang et al argue that some prior knowledge
about the peers is not sufficient to solve the problem in a de-
centralized P2P architecture, where peers inevitably interact
with anonymous and strange peers.

The new trust evolution model, according to Wang et al,
should accommodate decentralized trust formation, evolu-
tion, and propagation. In the following sections, few of trust-
oriented schemes will be discussed.

3.1 EigenTrust

Kamvar et al [14] propose a secure distributed trust algo-
rithm, based on transitive trust: a peer i will have a high
opinion of those peers who have provided it with authen-
tic files. Additionally, peer i is more inclined to trust those
peers, since peers who provide with authentic files naturally
are assumed to be honest in reporting their trust values. In
EigenTrust [14], the global reputation of a peer i is a collec-
tion of the local trust values reported by other peers, whose
opinions are weighted against their own global reputations.
In the algorithm, the notion of pre-trusted peers is intro-
duced - a set of peers P that are known to be trusted, in
order to guarantee faster convergence and break up mali-
cious collectives, who report false trust values and strive to
inject inauthentic files in the system. Kamvar et al further
address this security issue by proposing a secure score man-
agement scheme where the trust value of one peer is com-
puted by several score managers M, who are responsible for
that particular peer. To assign these score managers to peer
i, EigenTrust makes use of multi-dimensional hash functions
and distributed hash tables (DHT) [13].

When requesting content, peers can make use of the com-
puted global trust values in order to download from honest
peers, thus avoid downloading from malicious ones. More-
over, obtaining high global trust values implies that peers
share a high amount of authentic files, thus providing an in-
centive for users to share and get rewarded with higher trust
values. The simulations show however that peers with the
highest global trust values are always chosen as download-
ing sources, thus leading to an imbalance of the network and
lack of scalability. The situation gets worse when peers with
high trust values accumulate even more trust, eventually be-
coming the download sources for virtually all the content re-
quests in the network.

However, in terms of algorithm’s efficiency in reducing
the number of inauthentic file downloads, the above scheme
successfully manages to eliminate them, since malicious
peers would need to gain high trust values in order to be se-
lected as download sources. During simulations [14] under
various threat models, the algorithm proved to be efficient
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even in cases where the malicious peers teamed up in col-
lectives, with the goal of raising their trust values. As previ-
ously mentioned, the presence of pre-trusted peers facilitates
the breaking of such collectives, thus minimizing the amount
of inauthentic downloads.

Another scenario to be considered is when malicious peers
try to raise their trust values by occasionally injecting some
authentic files. Though their impact obviously results in a
higher number of inauthentic downloads, it comes with a
higher price for malicious peers: they have to share more
authentic files.

Therefore, Eigentrust successfully manages to reduce the
number of inauthentic files, and in turn, isolate the malicious
peers. Moreover, the algorithm used converges as fast as in
less than 10 iterations, which means that in less than 10 ex-
changes of updated values among peers, the computed global
trust values do not change significantly any more. Also, the
algorithm puts as low overhead as possible on peers, by lim-
iting the number of local trust values that each peer reports
[14].

3.2 CuboidTrust
In EigenTrust [14], the basic assumption that - peers who
provide with authentic resources are likely to report cor-
rect trust values, is a risky assumption and therefore the re-
porting peers should be assessed for their trustworthiness
as well. While EigentTrust considers peer’s contribution
with authentic files as the main parameter in forming trust,
CuboidTrust [3] adds to its model two additional trust fac-
tors: trustworthiness and quality of resource.

In CuboidTrust, the contribution parameter implies two
things: a peer having a high contribution parameter score
implies that the content stored at this peer is authentic with
a high probability; a peer with a low contribution store in-
dicates that the content stored on him is most probably in-
authentic. It is the trustworthiness parameter which defines
peer’s trustworthiness in reporting honest values on other
peers. In typical models, a peer i rates any other peer j
based on their previous interactions, whereas in CuboidTrust
model, a peer is given the opportunity to rate the quality of
each resource it has received from any other peer.

Chen et al [3] construct a cuboid with coordinates (x, y,
z) in order to represent the quality of resource z, stored at
peer y, rated by peer x. Chen et al use the Cuboid to define:
the contribution score vector (C), the trustworthiness score
vector (T), and the quality of resource vector (Q) of a peer
i, which will be used to mathematically derive four relations
among the three trust factors. According to [3], the derived
relations reflect the following:

• The relation from (T) to (C) - C reflects the contribu-
tion of peer i by considering the experiences of all other
peers in the network. The relation could be illustrated
as follows: contribution of peer i would increase if he
was rated by a peer j, whose trustworthiness score was
high; otherwise, the contribution score of peer i would
decrease if high ratings were given to him from peer j,
who has negative trustworthiness score.

• The relation from (Q) to (T) - Under the assumption that

resource j is authentic and has a positive (high) quality
score: if peer i rated resource j with a positive score,
this would have increased the trustworthiness of peer
i itself; otherwise, the trustworthiness of peer i would
decline if he gave negative quality score to resource j.

• The relation from (T) to (Q) - The quality of resource
i would increase if positively rated from a peer j who
has positive trustworthiness score; otherwise, resource
i could be labeled as inauthentic if rated negatively by
peer j who has negative trustworthiness score.

• The relation from (C) to (T) - Assuming that the contri-
bution score of peer j is high: if peer i gave a positive
score to peer j, this would increase the trustworthiness
of peer i; otherwise, if peer i were to give a negative
score to peer j - this would suggest that peer i is mali-
cious, therefore his trustworthiness would be reduced.

The above derived relations between the three trust factors
reveal that that the global contribution parameter determines
whether a peer is trustworthy or not; the shared resources of
peers with high global contribution are generally authentic,
and the resources are inauthentic if peers have low global
contribution scores.

The performed simulations on CuboidTrust [3] show
that its efficiency is better than that of EigenTrust [14] or
PeerTrust [10], as it takes only six cycles for the CuboidTrust
algorithm to make the fraction of inauthentic file downloads
not change dramatically any further. Further, they indicate
that CuboidTrust outperforms the other two trust models, as
only 7 percent of all the downloaded resources result in in-
authentic file downloads - a smaller value compared to the
ones of EigenTrust and PeerTrust.

3.3 Trust Management with P-Grid

While the above trust models address the issue of peer trust-
worthiness, they don’t offer a clear solution on how to store
and maintain the behavioral data in a decentralized manner.
P-Grid[7] was proposed as part of a more complete solu-
tion to trust management in P2P[8], where each peer i can
file a complaint about peer j by associating the complaint
value with a k - a key which corresponds to the identifier of
peer j. These complaints are stored under assigned peers,
though the same complaints data can be stored in several
peers, to ensure redundancy. When asking for the trustwor-
thiness of peer j, peer i formulates a query - containing the
key k and sends it to the peers in the network. The query is
forwarded until the peers responsible for the complaint val-
ues are found, who in turn reply with their stored feedback
on peer j. As more than one peer is responsible for storing
complaints about peer j, if peer i receives the same copies of
complaints from multiple peers for peer j, then it is safe to
assume the reputation of the peer j. Consequently, a higher
number of complaint replicas and the complex decision cri-
terion that the algorithm implements significantly increase
the quality of assessment.
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4 Applications of Trust Models

4.1 GNUnet
GNUnet [4] is a framework for secure and anonymous peer-
to-peer networking that makes no use of centralized or
trusted services. However, the distributed and anonymous
nature of GNUnet file-sharing system, where any entity can
join the network and no entity is trusted, opens this P2P net-
work to various attacks and abuse of resources. Since host
behavior is not monitored in GNUnet, malicious participants
can make use of the P2P network without contributing back
to it (free-riding), further opening the network to potential
denial-of-service attacks. Such circumstances necessitate for
a trust scheme which would identify the malicious peers - the
ones that don’t contribute to the network, and isolate them,
in order to fairly allocate resources to honest peers.

Grothoff [4] presents an excess-based economic model
based on trust as a currency - to ensure fair resource allo-
cation in peer-to-peer networks based upon prior behavior
of peers, as well as defend against malicious participants
who aim to abuse such resources. Any other currency pa-
rameter, different from trust, would require the installation
of a central trusted authority, to which a currency such as
money would belong, thus contradicting with the design prin-
ciples for a decentralized, anonymous P2P network. More-
over, even under the existence of a trusted authority, there
would be no guarantee that all the participating peers would
be delivering the money they promised, thus certain peers
may not be able to regain all of their money. The imple-
mented trust-based economic model in GNUnet is simple:
no peer owns trust, but its earned trust is stored at other peers,
based on actual interactions among them, request and reply
exchanges respectively. This design consideration implies a
basic assumption: peers that consistently contribute to the
file-sharing network earn the trust of their peers, otherwise
peers that have never communicated have no opinion about
each other. The latter fact further indicates that trust is not
transitive, such that in a scenario where node A trusts node
B, and node C trusts node A, this does not suggest that node
C will trust node B.

Based on the above principle, peers request for content by
assigning a priority value to their requests; this value repre-
sents the amount of the requesting peer’s trust which is to
be reduced at the recipient peers. On the other hand, peers
that reply to the request will earn trust at the requesting peer
by the amount that was initially put on the corresponding re-
quest. Depending on the existing load on the recipient peers,
they may however: reply to the requests without reducing
trust on the sending peers; or drop the incoming requests
with the lowest priority first, in order to serve the peers who
were willing to risk the highest amount of trust for their re-
quests. As a result, each node constructs a local view of trust
for each peer, and in the future, it will decide whether to
serve that peer or not based on: the trust information it has
about the requesting peer, and its own existing load. More-
over, the latter design principle reveals an additional positive
property of this process: the P2P network gets infused with
trust when the network or peer has excess resources, by not
charging for its services. Finally, considering that n bytes
of excess resources are used to infuse trust in the network,

an attacking peer can not decrease network’s performance so
long as the bytes it uses are smaller than n.

The above model, however, arises an important dilemma:
what if peers increase or decrease trust of other peers arbi-
trarily? Grothoff [4] argues that modifying trust values ar-
bitrarily would have a negative impact on the performance
of the peers themselves, since they may be accidentally in-
creasing trust of a malicious peer or of a peer that may never
be beneficial to them. An additional unacceptable behavior
could occur under this model: a group of malicious nodes
collaborating in order to trick a set of intermediary nodes
into providing resources for free. Such a scenario could be
avoided if the intermediary nodes would charge for the ser-
vices - such that the sum of the priorities of the forwarded
requests is less than the priority of the received request.

Assuming the above attacks are eliminated, the trust-based
model [4] is assumed to deny resources to peers that abuse
the network and therefore optimally allocate them to honest
peers. On the other hand, to address the issue of inauthentic
file-sharing in GNUnet, more specifically, the content veri-
fication, an encoding scheme [2] has been proposed. Under
this content encoding scheme, the P2P content is encrypted
with a key k, where k = H(content). While, under this im-
plementation, the end-nodes can verify the authenticity of
the files they download, the scheme as well enables the in-
termediaries to verify that a particular reply matches its rel-
evant query, without having the intermediaries decrypt the
responses.

4.2 BitTorrent
The functionality and the performance of P2P file-sharing
systems, including that of BitTorrent, depends on the shar-
ing of resources among peers. The higher the sharing-ratio
enforced in the system, the higher the performance for all
the peers in the network. BitTorrent implements a Tit-for-Tat
policy [1] which seeks for pareto efficiency, in other words,
gives the users within a swarm incentives to share in order to
increase their performance. The BitTorrent protocol creates
a tit-for-tat exchange of data between peers, based on their
short-term bandwidth capabilities. In addition, Tit-for-Tat’s
optimistic unchoking property offers the new-coming peers a
chance to get their first pieces of data and this way bootstrap
in the process. Unfortunately, under the Tit-for-Tat policy,
a continued upload cannot be used to apply a tit-for-tat data
exchange in other downloads, therefore clearly discouraging
peers from sharing after their download has completed [11].

A P2P file-sharing system performs well when all the par-
ticipating peers are willing to share content which, most im-
portantly, is not malicious. Almost all of the P2P file-sharing
systems deploy some form of a reputation mechanism, with
the goal of enforcing an appropriate sharing-ratio in the sys-
tem. In the following section, a secure and distributed rep-
utation mechanism deployed in a BitTorrent-based P2P sys-
tem - Tribler [5], aiming to enforce a balanced sharing-ratio,
is presented.

4.2.1 BitTorrent-based Tribler

BitTorrent-based Tribler [5] makes use of BarterCast[11]
protocol - a distributed mechanism for reputation manage-
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ment. In Bartercast, the history of direct uploads and down-
loads among peers is spread in the network using a gossiping
protocol; peers store statistics locally - to create a local view
of the data transfer in the network. Using these statistics,
each peer can calculate the direct data it has exchanged with
other peers; consequently, each peer computes the reputation
of other peers. However, the information reported by other
peers on their actual direct uploads and downloads may not
be reliable, since not all peers in the network are honest. To
eliminate the security issue where peers report false feed-
back, maxflow-algorithm [12] is integrated within the repu-
tation scheme; the algorithm computes the maximum flow
between two peers over all possible ways, thus giving an
approximation for the contribution of each peer in the sys-
tem. Maxflow-algorithm identifies lying peers, colluders,
and hitchhikers; as a result, a peer can gain high reputation if
and only if it has uploaded to the direct peer or to peers with
high reputation values. None of these malicious peers will
be successful in reporting false upload statistics, which are
assumed to derive from direct upload and downloads, as the
maximal flow between peers will always be computed and
checked against the reported values for consistency.

According to Meulpolder et al [11], the performed experi-
ments, in a simulation environment of a hundred active peers
in ten different swarms during one week, have shown a de-
crease in reputation for free-riders and eventually a decrease
in their download speed; though the probability that a peer
with a high reputation value at one peer might have a low
reputation at another peer is not excluded. Moreover, dur-
ing the first days of the experiment, free-riders had a higher
speed than the sharers, possibly due to their initial higher
upload bandwidth capability, which in Tit-for-Tat translates
into a higher download speed.

5 Conclusion

This paper presented few of the existing reputation-based
trust models which are used to address the issue of inau-
thentic resource attacks in P2P networks, but most impor-
tantly, identify and isolate malicious peers from the network.
Though different in design details, such trust mechanisms
help identify the malicious peers and isolate them from the
network, by assigning them low trust values. The reputation
systems were further evaluated for their performance and
efficiency in reducing the number of inauthentic file down-
loads. Finally, using practical examples, this paper has pre-
sented the effectiveness of such trust-based schemes in re-
ducing the number of free-riders, therefore in increasing the
fair resource allocation to the honest peers.
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Abstract
Radio frequency identification (RFID) systems have gained
an important role in automated wireless identification of ob-
jects and people. RFID tags are cheap to produce and it is es-
timated that in the future their usage will increase to trillions
and eventually almost all objects from cars to milk bottles
have an identification tag. It is undisputable that RFID tech-
nology enables a great deal of new innovations and improve-
ments to the daily life, but at the same time they have sig-
nificant security implications. This paper surveys the current
security challenges of RFID systems, and suggested crypto-
graphic and non cryptographics solutions.

KEYWORDS: RFID Security, RFID Privacy, RFID and
Cryptographic primitives.

1 Introduction
Radio Frequency identification is a technology based on the
need to remotely and automatically identify objects. RFID
systems have been used already for many years, but there
still exists some major unresolved security issues.

The prevailing problem is that the privacy and confiden-
tiality of an RFID user can not be guaranteed with a gener-
ally agreed standard. The main challenge in implementing a
secure RFID system that could meet all the security objec-
tives, has been to embedd classical cryptographic primitives
in low cost tags.

The section 2 of this survey gives an overview of the RFID
technology and related standards. In section 3, the most crit-
ical security threats and risks are summarised. Finally, in
sections 4 and 5 the state of the art cryptographic solutions
are introduced and analysed.

2 Overview of Radio Frequency Iden-
tification

2.1 Fundamentals

Basic RFID systems consist of tags, which behave as
transponders, and readers. RFID tag stores a simple identifi-
cation number, which usually is either 96 or 128 bits long.
Every tag contains a microchip, capacitor and an antenna
coil [14]. With these elements, tags can communicate wire-
lessly with readers and identify themselves. This is a very
important feature, since now items like grocery can be iden-
tified without a line of sight (compare barcode). Speciality

of the RFID compared to other wireless communication sys-
tems is the cost. Because of the simplicity, RFID tags can
easily be mass produced, which drives the unit price down.
In 2005, American retailer WalMart started to utilize RFID
massively in their products. This created an immediate de-
mand for 1 billion tags and the unit costs dropped to 5-10
US cents [16]. Computing power and communication range
of low cost RFID tags are limited, which sets challenges for
suitable security solutions.

2.2 Transponders and Readers
Both the RFID tag and reader are two-way radio interfaces.
They transfer information to both directions on radio fre-
quency band that is either low frequency (LF), high fre-
quence(HF) or ultrahigh frequency (UHF). LF tags normally
operate at 125 kHz or 134 kHz. Normally HF tags uses fre-
quency of 13,56 MHz and UHF tags frequencies between
866 MHz and 960 MHz [3].

An RFID reader is controlling the communication of the
system and acts as a gateway between the tag and the back-
end system, if there is one. The Reader is connected to high
efficiency antenna that broadcasts data and power to tag.
Normally, RFID systems have a backend host that can be,
for example, a database of a spare part catalog. The antenna
of the reader generates an electromagnetic field with a rel-
atively small radius that usually is some meters. When an
RFID tag enters the range of the reader, the tag is activated
and it can transfer information to reader.

The energy transfer can be based on two different cou-
plings, inductive coupling or backscatter coupling. The for-
mer technique is used with frequencies below 30 Mhz. The
magnetic field generated by the reader, induces a voltage in
the coil of the tag, which transfers data back to the reader by
using load modulation. Latter technique, backscatter cou-
pling is used for frequencies above 100 Mhz. Tag reflects
back the energy that reader produced. Reflected, or echoed
signal is modulated with the transferred data [14].

RFID tags can be divided in three main categories: pas-
sive, semi-passive and active tags [3]. Passive tags are the
most common ones and they are cheapest to produce. They
do not have their own power sources and they communicate
only when in close presence of the reader. Passive tags draw
their energy from the electric field produced by the reader.
Because passive tags do not have own energy source the op-
erations they can perform are somewhat limited compared
to active tags. Although, there are these evident limitations
that passive tags have, they can do more than merely identify
themselves to reader. The microchip can contain writable
memory for storing and processing data.
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An active RFID tag has own battery, which is used to
power the microchip and broadcast the signal to reader.
Thanks to the power source, more powerful tags can com-
municate up to 1 kilometer [3] and their battery lifes can
be as long as 10 years. More powerful back channel signal
level lowers the error rate of the communication, which in
some cases is a problem with passive tags. Internal power
source of active tags enables that they can contain substan-
tially more resources, like memory and logical gates, and
thus allow richer applications. In this paper we concentrate
mainly on cryptographic applications and their requirements.
Currently the downside with active tags is their higher pro-
ducing cost and bigger size, which restricts their adoption in
large scale.

Third tag type, semi-passive tag, is categorized between
the passive and active tag. They have their own power
sources, which are used only for powering the microchip but
not broadcasting the signal. Signal is transferred with the
same technique as with passive tags but the power needed to
activate semi-passive tag is much lover. This increases the
sensitivity level and thus lowers the bit error rate. Another
advantage compared to the active tag is the lower power con-
sumption. This is because the active tag does not use any
extra power for broadcasting the signal to reader [3].

Depending on the type of the tag, they can have differ-
ent alternatives to activate their microcontrollers. Since the
passive tag can not operate without external energy it is ac-
tivated only inside the range of the electric field that reader
produces. Two other tag types can activate themselves also
outside the range of the reader and thus operate indepen-
dently.

2.3 Standards
There exists a wide variety of different standards cover-
ing RFID systems. Typically those standards define aspects
such as the air inteface (how tags and readers communicate),
communication protocol, data content and security proto-
cols. Many commercial and nonprofit organizations describe
RFID standards for different needs and purposes. This sec-
tion covers a set of noteworthy standards from the Inter-
national Organization for Standardization (ISO) and EPC-
global.

2.3.1 Identification cards

Contactless integrated circuit cards are categorized accord-
ing to their communication range to three different types.
ISO 10536 standard defines close coupled cards. These cards
operates below one centimeter distance of the reader. Prox-
imity cards (ISO 14443) have an operation range up to one
meter and Vicinity cards (ISO 15693) greater than meter
[20].

2.3.2 Item management

ISO 15961 RFID for Item Management standard addresses
the common functional commands and syntax features for
data protocol. ISO 15962 defines data encoding rules and
logical memory functions that is used to exchange informa-
tion for item management. ISO 15963 is a standard of unique

identification of RFID tag. It defines the numbering system,
registration procedure and the traceablity of tags during their
usable lifetimes. ISO 18000 standard aims to ensure that the
air interface protocol is universal. It describes how tags and
readers communicate in different frequency bands [1].

2.3.3 Electronic Product Code

EPCglobal is a joint venture of EAN international and the
Uniform Code Council [20]. It leads the development of
industry-driven standards for the electronic product code.
EPC is a 96-bit number that consist of: EPC version num-
ber, domains, object classes and individual instances. The
purpose of the the so called EPCglobal framework is to pro-
vide the ability to trace the products through the production
and supply chain [2].

3 Security Risks and Threats
Automated identification is gaining more and more atten-
tion, and it is estimated that the adoption of RFID technol-
ogy will increase drastically in the next coming years. This
fact emphasizes the importance of premium security analysis
and awareness of the potential security issues. Even though,
RFID security has been quite active research area in last few
years, there are still some open fundamental issues to be ad-
dressed. This section introduces the most significant security
risks and threats that must be considered with every RFID
implementation.

3.1 Privacy
Privacy is the most fundamental concern with RFID systems.
There are two main categories of privacy issues: clandens-
tine tracking and inventorying [12]. In the following, we will
discuss about these two elemental problems and why RFID
systems are so vulnerable for them.

The basic operation principle of RFID tags is that they are
always on. This means that whenever there is a reader within
the reading range, the tag will respond to reader interrogation
without acknowledging the user. And because most RFID
tags emit their unique identifier number during the reading
process, it is possible for clandenstine reader to scan all the
tags inside their coverage area. Even though, the reading
range of the tag is in most cases very short, it is possible that
reader can emit high amount of power and thus extend the
reading distance.

A person who is carrying a tag, is constantly exposed to
external tracking since the tag usually can not be switched
off. The privacy is even more threatened when the serial
number of the tag is combined with some personal informa-
tion [12]. One example of this kind of tag is electronic pass-
port. Even the data with cryptographic protection is vulner-
able for tracking. When a tag exposes personal information
about the carrier, it is possible to track where and when the
person moves. This kind of information can be very valuable
for marketing purposes.

Certain tag types contain also information about the items
they are attached to. Typically these EPC tags provide in-
formation about the manufacturer and the product code of
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the object. Persons who are carrying these EPC tags are
subject to inventorying without their knowledge. A reader
can scan the items person has, and log that information to
different registries. In theory, it is possible to collect infor-
mation about where person shops, what medications she is
using, what are her cloth sizes and so forth. For the moment,
the preceding scenario is not that relevant because there does
not yet exist an extensive RFID network that would enable
large scale tracking and inventorying. But while the RFID
infrastructure expands, it is inevitable that these security de-
ficiencys will be exploited [3].

3.2 Counterfeiting (cloning)

Counterfeiting of products is a severe problem for many in-
dustries. Companies’ that have invested extensively on their
product development and research, are increasingly intrested
to protect their intangible assets. RFID technology is con-
sidered as a potential anti-counterfeiting measure against the
illicit manufacturers [6].

The main principle with RFID tags is that they provide
an unique identifier for items or persons. This principle is
compromised if the uniqueness can not be guaranteed. Ba-
sic RFID tags, which do not contain cryptographic function-
alities, are vulnerable to counterfeiting attacks. The system
memory of the tag can be scanned and replicated easily. With
the cloned tag, it is possible to impersonate other person and,
for example, gain access to restricted areas. In [22], Jonathan
Westhues describes how he created a low cost device that
read and simulate commercial proximity cards. The capabil-
ities of low cost RFID tags are rather limited compared to
illicit actors, who are expected to be able to perform exten-
sive experiments with the elements of the system [6].

Even though, it is recognized that the resistance to tag
cloning is limited, unique identification of objects can sig-
nificantly reduce counterfeiting. Unique identifiers helps to
monitor the flow of the good and thus to detect if duplicate
id occurs [12].

3.3 Eavesdropping

Transmission between a reader and tag takes place over an
insecure channel, which may be eavesdropped by any third
party reader. Low cost RFID tags provide little resistance
against that an illicit party can monitor the conversation and
obtain security sensitive information.

Eavesdropping can be either active or passive. Passive
eavesdropping may be performed inside the operating range
of the tag and reader. And as the name suggests, the il-
licit third party observes and records the communication, but
does not initiate communication. In active eavesdropping, a
third party scans tags within the malicious scanning range
and attempts to read the contents without authorisation [6].

RFID tags are constantly endangered to man-in-the-
middle or relay attacks. Third party can monitor the con-
versation between a tag and reader, and retransmit an altered
message. Mutual authentication of a low cost tag and reader
is an active research area. So far, a common de facto stan-
dard has not been recognized, even though many different
authentication protocols are proposed [6, 12, 13].

3.4 Denial of Service

Denial of service (DoS) is an attack against the system avail-
ablity. An attack can easily be carried out by placing a large
number of virtual labels for a reader to be identified. Mali-
cious device can overload the reader by simulating the oper-
ation of tags, and prevent the legimate communcation. It is
also possible to perform DoS against tags. Attacker may, for
example, repeatedly ask identification of label, thus making
them unaccessible for authorized readers.

One form of denial of service attack is to jamm the air
interface by creating noise in the frequency band in use. In
the worst case, the blocked channel may have devastating
effects in critical systems [6].

3.5 Tag Killing

Tag Killing can be considered as one sort of denial of ser-
vice attack. It aims to wipe out the functionality of a tag and
make it useless. The idea of killing a tag is simple. An ad-
versary sends a lot of queries to the tag, which starts new
authentication session for every request. If the target tag
uses Ohkubo type protocol [19], it can not send responses
to reader after the maximum n answers have been accom-
plished. For challenge-response type protocols [17], tag
killing attack aims to exhaust the memory of the tag. For ex-
ample, if an adversary reader sends 220 queries to tag, the the
tag should store 220 random numbers, thus requiring mem-
ory about 10MB [10].

In this context, it is worthwhile to mention that tag killing
is not only a hostile method, but also a potential answer to
some privacy issues. Tags can be designed to destroy them-
selves intentionally, so they can not be tracked or inventoried
clandestinely.

4 Security Mechanisms

4.1 Security Objectives

As presented in previous section, RFID systems are vulnera-
ble to several security threats. To address these issues, mech-
anisms must be implemented to achieve the security objec-
tives. Table 1 lists the security objectives that must be taken
into consideration when designing an RFID system. An ef-
fective security mechanism can fulfil all objectives but in
practise, it rarely is sensible to do so. The potential secu-
rity threats should be identified for each RFID solution sep-
arately. Normally, the cost is the main factor in automated
identification and that states the level of security [6].

Security Property
Confidentiality
Integrity
Availability
Authenticity
Anonymity

Table 1: List of security properties
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In RFID techology, the confidentiality objective describes
the mechanism to secure sensitive information between a
reader and tag. Confidentiality can be achieved by encrypt-
ing the air interface channel, and thus preventing an illicit
party to eavesdropp the communication [14, 6].

Securing the data integrity involves guaranteeing that the
communicated information is not tampered by an unautho-
rized party. When the data integrity is ensured with message
authentication codes, man-in-the middle attack can be pre-
vented. Although, the computation power of present low cost
RFID tags is so limited that there are no means of providing
content security [6].

Availability of RFID systems is very important issue,
since readers and tags must always be ready to detect each
other when entering inside the communication range. The
availability can easily be disturbed with a frequency jam-
ming as described in section 4.4. RFID systems meeting
the availability objective will ensure that service is always
in place.

The authenticity of a tag is the key objective in secure
RFID systems. In general, the unique identifier of a tag is
not tamper resistant. Without a proper crytographic mecha-
nism, an illicit party can steal the identity of a tag and gain
access to sensitive information.

The last security objective discussed in this paper is
anonymity. The privacy of a user is considered as the biggest
security threat in RFID technology. When anonymity objec-
tive is met, consumer tracing and inventorying should not
be possible. Anonymity can be achieved, for example, with
physical shielding or blocking tags.

4.2 Cryptographic Primitives
Providing security and privacy for RFID systems requires
some cryptographic primitives implemented in suitable pro-
tocols. Primitives used in RFID cryptosysems can be divided
in three categories: hash functions, symmetric and asymmet-
ric encryption [6].

Hash functions are the most widely used proposals to
solve the security related problems in RFID systems. They
are based on symmetric keys that are shared between the ver-
ifier and tag. In the following, several general RFID authen-
tication protocols are introduced.

4.2.1 Hash Lock

In this simple security scheme [21], each tag stores the hash
of a random key K as the meta-ID (meta-ID = hash(K)) of
tag. When a reader queries a tag, the tag responds with its
meta-ID. Backend system uses the meta-ID to find a proper
key from database and sends the key back to tag. The tag
hashes the key and compares it to the meta-ID. Since the key
is sent in open channel, it can be captured and used to spoof
the reader [15].

4.2.2 Randomized Hash Lock

Randomized hash lock scheme is an extension to the pre-
vious solution (hash lock) [21]. Each tags has unique ID
and random number generator. The tag gets a random num-
ber r for every session and calculates a hash number c

(c=hash(ID,r)). Random number r, and hash number c are
transmitted to reader. Backend uses the r to calculate hash
numbers for all IDs stored in database. When a match is
found, the reader authenticates itself by sending the matched
ID to the tag [20].

4.2.3 Hash Chain

The hash chain method [18] is dynamic authentication proto-
col that uses two different hash functions to create authenti-
cation information. Every tag has an initial unique value St,i

that is used to calculate the return hash code at,i = G(St,i)
to a reader. When the return hash code is calculated and
transmitted to reader, the tag uses second hash function H
to update a new confidential value St,i+1 = H(St,i). RFID
system that uses this authentication has a certain maximum
length of hash chain that represents the maximum number of
times to read a tag. Hash chain protocol satisfies confiden-
tiality, integrity and anonymity properties, but its downside
is the high computing power that is needed both at the back-
end and tag.

4.2.4 Light Weight Authentication

Light Weight security model [11] is not a hash based scheme,
but since it is a simple authentication protocol, it can be dis-
cussed in this context. This protocol introduces a challenge-
response mechanism, which uses only simple XOR opera-
tions and no gryptographic primitives [15]. The model relies
on carefully synchronized pseudonum rotation. A tag au-
thenticates to verifier only after the verifier has first authen-
ticated to the tag. The verifier transmits a pseudonym key βi

that is unique to a pseudonym key αi received from the tag.
Asymmetric authentication protocol utilizes a public and

private keys to authenticate the communicating parties. Au-
thentication process can be initiated by both a reader and tag,
For example, the reader encrypts an authentication message
with the public key of the tag. The tag decrypts the mes-
sage with its own private key and transmits the same mes-
sage back to the reader encrypted with reader’s pubcic key.
The reader then decrypts the received message and verifies
it was the initial message. General asymmetric encryption
solutions require relatively high computing power, and thus
are inefficient for RFID systems [3]. Cui et al. [23] proposed
a lightweight asymmetric authentication protocols for RFID
systems.

Authentication protocol provides a mechanism to identify
the communicating parties, but it does not solve the security
problem related to eavesdropping. As the wireless communi-
cation is vulnerable for adversary to steal sensitive informa-
tion, the information channel must be secured by encrypt-
ing the traffic. A modern 128-bit symmetric-key encryption
module requires more than 100,000 logical gates [3], which
is considerably more than appropriate for RFID tags . Thus,
the encryption implementations for RFID must trade off en-
cryption strength against the microchip complexity. Several
studies have suggested different ecryption techniques suit-
able for low cost RFID systems. Feldhofer et al. proposed a
lighweight symmetric-key implementation [8] that is based
on 128-bit AES. Their solution consumes 4.5 µW of power
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and requires approximately 4400 logical gates, which is too
much for low cost tags but suitable for mid cost RFID tags.

Asymmetric key encryption is a significant challenge for
RFID systems. It requires more complex algorithms com-
pared to symmetric encryption, but also provides many ad-
vantages. An elliptic curve cryptography (ECC) proposed in
[4], is a public key processor for low cost RFID systems. The
processor has arithmetic unit and and memory. It requires
6300-7800 gates, depending on the length of the key. Asym-
metric encryption techniques for RFID systems are currently
under active research and it is justified to expect that within
next few years, strong enryption methods will be utilised in
large scale. Moore’s law predicts that the number of transis-
tors on microchips douples every two years. Thus, the unit
costs of public key tags are expected to decline accordingly.

4.3 Shielding and Blocking

In addition to cryptographic implementations, the privacy of
RFID users can also be protected with a quite different ap-
proach. One very practical solution is the Faraday Cage. The
simplest way of implementing a Faraday Cage is to wrap an
RFID tag to an aluminum foil. This isolates tags from any
kind of electromagnetic waves. However, there are limits
how many tags can be protected in this way. For example,
tags in clothing is almost impossible the protect in this man-
ner. Shielding of RFID tags is a quick fix for yet unsolved
privacy issues, but it is not a realistic long term solution.

One suggestion to address the privacy issue is the kill com-
mand. In this scheme, the tag could be deactivated perma-
nently with an unique password [5]. It is argued that kill
command is not an effective solution to the privacy problem,
while, for example, it does not give an answer to in-store
tracking.

Killing the tag deactivates the tag forever, while there
might be a need only to block the identification for some
period of time. RSA Laboratories developed an alternative
method to protect the privacy: the blocker tag [7]. The
blocker tag is able to block the functioning of a reader by
broadcasting the whole scale of identification codes. It cre-
ates a secure zone of couple of meters around the device.
However, the blocker device prevents the functioning of all
tags, including those that are not wanted to be blocked.
Blocker tag is considered more like a niche solution for those
who want actively protect their privacy.

4.4 Bill of Rights

An RFID expert, Simon Garfinkle has proposed so-called
Bill of Rights, a set of regulations that would serve as a
framework that companies should voluntary follow [9, 16].
It consist of five rights that are:

1. The right to know whether products contains RFID tags.

2. The right to have RFID tags removed or deactivated
when products are purchased.

3. The right to use RFID enabled services without RFID
tags.

4. The right to access a data stored on RFID tag.

5. The right to know when, where and why tags are read.

These five abovementiond rights are not likely to turn into
law, but they are more like guidelines for companies wishing
to deploy RFID technology. Consumers could then boycott
companies that violate these rights. Without a commonly
accepted principles, there is a significant risk that manufac-
turers might try to misuse the RFID technology, and thus
compromise the consumer privacy.

5 Conclusion
RFID systems have already been used for many years in
large scale of applications. It is expected that their utliza-
tion will increase drastically during the coming years. There
still remain a number of security related issues that should
be resolved and standards that should be harmonized.

A lot of effort has been put to a research of RFID cryp-
tosystems and many cryptographic protocols are proposed.
So far, the manufacturing costs have been too high to in-
clude strong cryptosystems in low cost tags. The constanst
increase in the computing power of microchips and the de-
crease in their unit costs will undoubtly enable that strong
cryptosystems can be integrated in low cost tags.

After the biggest technical and legislative issues concern-
ing privacy and confidentiality are resolved, it is evident that
both consumers and manufacturers will benefit significantly
from the potentiality of RFID technology.
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Abstract

Pervasive computing is an essential aspect of next generation
computing. A lot of applications such as safety monitoring
of buildings and huge spaces, tracking environmental pollu-
tion, health, scientific survey etc. are being developed based
on several types of resource constrained devices. On one
hand, these devices are providing some very unique services,
while there is a huge potential that these devices may be
compromised and misused by an adversary. Security options
available for high end computers, needs modifications to be
implemented for these resource limited devices. This paper,
hence, presents a state of art survey on current researches on
several techniques that can be implemented so as to build a
security system for these devices. These techniques include
key management, accelerating the cryptographic operations
and specialized means of detecting attacks.

KEYWORDS: Resource constrained, Pervasive computing

1 Introduction

Internet is making rapid development and along with this, a
lot of applications are being built over small devices. These
devices are fully capable of networking and provide some
unique services to the real world. Network smart card with
built-in microprocessor [11, 19] is an example of such a de-
vice. Such smart cards are widely used as debit and credit
cards, access control cards and health insurance. Sensor
nodes are another popular resource limited devices. They are
designed to measure certain phenomenon like temperature,
vibration, light intensity etc. for over a large range of period.
It then collects the data and transmits to the base station. It
may send this data continuously with certain time interval,
or may only send when it detects a change in phenomenon
such as, change in temperature or light intensity etc. A net-
work of such sensor nodes provides application to fields like
scientific survey, health, military and other simillar areas.

It is possible for an adversary to obtain critical data by
monitoring a sensor network, fabricate a false signal, modify
the actual signals or even act as a fake sensor node. Be-
sides these, several other types of attacks like attacking rout-
ing messages so that whole network gets disrupted, denial
of service attacks, side channel attacks and many others are
also possible. So, it is very necessary to provide protec-
tion means. However, the security methods perfectly suitable
for large computers are not suitable for these small devices.
There are several reasons to this.

One of the most prominent reasons is the resource limita-

tion. Resource here basically means CPU capability, mem-
ory and power (mainly battery power). Also the bandwidth
availability is limited [9]. Although there are some de-
vices with microcontrollers that are capable of running ad-
vanced software like Java Virtual Machine [28], majority
have low memory and CPU specifications. For example,
ATmega128L, one of the common microcontrollers used in
many sensor nodes, like those from MICAz Wireless Mea-
surement System [8], has 8 MHz CPU, 8 bit word size, 4 KB
RAM and 128 KB non volatile memory. Most widely used
cryptographic algorithms like AES [32, 24] are designed for
32 bit CPUs and if used in lower bit CPUs then the perfor-
mance is degraded. ATmega128L has 8 bit CPU, so AES
will show degraded performance if applied directly. Also,
algorithms like RSA demand a lot of CPU cycles and mem-
ory. This is because, for good security, RSA requires a large
key size, such as 512 bit or 1024 bit and this increase both
time and space complexity. Demand for more CPU cycles
and need to read and write larger memory space means more
engery will be required.

Most of these resource constrained devices, particularly
sensor nodes, communicate through wireless channel. Many
protocols and algorithms designed for wireless ad-hoc net-
works are not suitable for sensor networks. Despite this,
wireless seems to be only the solution to incorporate a large
number of sensor nodes into a network. A wired implemen-
tation could be unscalable and impractical. However, this
makes it difficult to protect sensitive data. Ad-hoc nature
makes it vulnerable in all layers of protocol stack [34] and
implementing security is even more challenging. Particu-
larly, secure routing and key management issues are far more
complicated due to ad-hoc nature [20]. Security mechanisms
based on cryptographic algorithms are required to deal with
it. But, resource limited environment makes the situation pe-
culiar.

Sensor network is basically a large scale deployment and
the communication tends to be one to many or many to many
or many to one. [25] highlights three categories of communi-
cation patterns, namely, node to base station, base station to
some particular node and base station to all nodes. Current
security standards are designed for two party communica-
tions i.e. one to one [29]. This does not scale properly when
the scenario is other than one to one. Also usually the base
station is taken as a trusted entity. As such it is likely that
security mechanisms will be based on base station. Hence,
there is high probability that base station will be bottlenecked
[29, 5]. Besides these, there are other vulnerabilities like
physical attack on the devices. Usually, sensor nodes are de-
ployed in remote and unattained areas. So, it is possible that
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the devices may be physically harmed or may get stolen.
In many implementations of resource limited devices, and

not just in sensor networks, the topology is not known prior
to deployment. Even after deployment, the devices may be
added or removed, thus affecting the topology. This un-
known topology is also a problem with such networks [4].

Hence, it is extremely difficult to implement security in a
network consisting of resource limited devices. Many of the
current mechanisms require significant modifications, before
they could be applied. It is very important to examine several
options available to us so that these options could be tailored
further. Objective of this paper is hence, to survey current
researches going on in this field.

Rest of the paper is organized as follows. Section 2
presents some of the security properties required by net-
works of resource limited devices. Section 3 discusses the
key management issues and how applicable the solutions
might be for both sensor networks and smart cards. Sec-
tion 4 discusses some of the methods to enchance the crypto-
graphic operations. Section 5 gives an insight on a different
attack detection technique for resource constrained devices.
Section 6 discusses other issues like secure routing and node
revocation. And, finally, Section 7 concludes the work.

2 Security Requirements
Typically a secure system has following four basic require-
ments. First is confidentiality, which means the information
is accessible only to authorized entities and not to others.
Second is authentication, which is a property of proving the
identity of entities involved. Third is integrity, which means
the information should remain unmodified through the com-
munication channel. Finally, fourth is availability, which
means that the system should be accessible to the authorized
entity whenever required.

These requirements apply well in context of resource lim-
ited device networking also. Confidentiality is needed so that
a network may not leak any sensitive data. The channel must
be secure and it should be very difficult, if not impossible, for
an eavesdropper to monitor the channel. Similarly, authenti-
cation is also important. A third party can act as fake node in
the network and perform attacks such as report fabrication or
man in the middle. The data received from sensor network
can be very critical and hence, it is very important to ensure
that they are coming from trusted source. It is equally im-
portant that the data remains unmodified. So, data integrity
is also necessary. Finally, the term availability means that
the nodes as well as base station should be available for each
other at any time necessary. This indicates protection against
denial of service attacks.

As well as, there are some other unique requirements.
Data sent by devices could be measurements or payment re-
lated information or some other critical information, in case
of smart cards. Hence, freshness of data is also equally
important [25]. Furthermore, capability to provide service
in case of failure due to power or attack i.e. survivability
and the ability to change the security level as requirement
changes, are also important [4].

Possibility to detect malicious packets is also an important
requirement. Traditional method of running a separate pro-

cess for firewall is not applicable for resource limited devices
[22]. Single process, i.e. the main process itself should have
built it feature capable of separating between genuine packet
and malicious packet.

In order to meet all these requirements, certain crypto-
graphic operations need to be performed. But, as specified in
the section 1, the devices have limited resources. So, certain
architecture must be built to as to speed up the operations as
well as not to overload the devices.

Besides these, there are other practical requirements like
scalability in terms of number of keys and number of nodes,
easiness in deployment of the system and possibility to add
or remove nodes in future [10].

3 Key Management
Keys are crucial to any cryptographic operations. A slight
compromise in selection of key or in mechanism of distribut-
ing it, might bring down even the most secure algorithms.
It is worth nothing that even algorithms like RSA is secure
only until we implement it correctly with right choice of keys
[27] and of course, it must be distributed securely in a scal-
able way. So, key management is an important issue directly
involved in any security mechanism.

There are different approaches for key management. This
section further describes these approaches in context of re-
source constrained devices, particularly sensor nodes.

3.1 Single Key Approach

Simplest method will be to have one single key in all the
nodes throughout the network. The nodes then will estab-
lish the communication link with the base station using this
key. It has several advantages. Because of the single key, the
memory requirement is low. The design of hardware as well
as the software becomes very simple. It can even result into a
power efficient design and provide resistance against certain
types of denial of service attacks [6]. However, if this key is
compromised or say the node is compromised, then the en-
tire network will be compromised and not just that particular
node.

Thus single key approach is generally used for initial key
derivation purposes only, such as for determining pair-wise
keys for later communications [10].

3.2 Public Key Approach

Public Key based approach for key distribution is widely
used in modern computer networks. In context of networks
involving resource limited devices also, it might be feasible.
In this method, a master key pair (public and private) is gen-
erated before deployment [6]. The nodes will also generate
their own key pair. In each node, a signature of master key
is also placed. This signature is later used to verify the au-
thenticity of public key of other nodes. After deployment,
nodes exchange each with other their public keys, which is
then verified with master’s signature. Then after knowing
each other’s public key, nodes can create and exchange the
session keys.
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As long as the public key algorithm is used properly with
carefully chosen keys, this method will result in a very secure
system. The system is also scalable as the scheme works
effectively regardless of the number of nodes in network
[6]. Further, it has other desirable properties like resistant
against node capture, possibility of ignoring compromised
nodes [18]. In comparison to RSA, Elliptic Curve Cryptog-
raphy (ECC) is a good candidate as a public key algorithm
for resource constrained devices [16, 15]. ECC provide se-
curity of similar strength but with small key size than that of
RSA, and hence less computational expense. [33] presents
a password authenticated key exchange protocol for secure
communication between two resource constrained wireless
devices, based on ECC.

3.3 Centralized Approach

In centralized approach, devices request to a central trusted
entity (Key Distribution Center or KDC) for the session key.
The devices must also authenticate themselves to the KDC
before it could provide them with the session key. In case
of sensor networks, base station can play the role of KDC
[6, 18]. Primary advantage of this approach is simplicity
in computation as compared to public key based technique.
Also less memory is required as the key size is usually 128
or 256 bits, which is again less than that required by algo-
rithms like RSA. Session keys are used for short term. If
a new communication starts then a different session key is
required. So, in case a malicious or a compromised node
is detected, then the central entity can ignore the request of
those nodes. As such, it can easy to implement techniques
like node revocation. But there is the problem of single point
of failure. Different fault tolerance approaches might be re-
quired to compensate this. As well as there can be scalability
issues, particularly because of communication overhead [6].
Also as KDC is required for every new session keys it can
become a target of attack.

SPINS [25] is one such architecture based on this ap-
proach. It provides two building blocks, namely, SNEP and
µTESLA. SNEP is designed for two party communications
and provides data confidentiality, data authentication and
data freshness properties. µTESLA is designed for broad-
casting messages in network of resource limited devices.

3.4 Random Key Pre-Distribution Approach

Random key pre-distribution was first proposed by Es-
chenauer and Gligor in 2002 [13]. A universal key space
is considered, from which, nodes receive a subset of keys.
The members of this subset are randomly chosen. If suffi-
cient numbers of random numbers are chosen for each sub-
set, then there is high probability that each of the two nodes
have at least one key common. Nodes will then go through
key discovery phase where they attempt to find other nodes
with which they share the key. This can be done by exchang-
ing some key dependent signature with neighboring nodes.
Alternatively, puzzles might be exchanges and nodes solv-
ing the puzzles correctly can be considered to have same key
as the puzzle originator. Inspired by this idea, some new pro-
posals have also been made [4, 10, 7].

The pair-wise key approach [6] is resilient against node
capture, as each shared key is unique and capture of any
node does not allow adversary to eavesdrop communication
between other nodes. If a range extension of just two hops
is considered, we can get network sizes comparable to the
other schemes [7]. So, it is quiet scalable. It also supports
node revocation and rekeying [18].

A comparative summary of above discussed key distribu-
tion techniques is shown in Table 1. Last column of the
table indicates whether, the approach is suitable for smart
cards as well. For smart cards, due to the nature of their ap-
plication, random key pre-distribution is unsuitable. Single
key approach is also vulnerable for the same reasons as with
the sensor nodes. However, centralized key distribution and
most importantly, hybrid encryption that involves public key
and symmetric session key seems to be the most suitable for
smart cards. For smart cards, heavy RSA based operations
like X.509 certificate verifications are not much of problem.
The reason is that these cards are mostly used for authenti-
cation purpose. They rarely operate all the time like sensor
nodes. The only process that runs is for entity authentication
and also for some secure data transfer but this data transfer
is limited. So, unlike sensor nodes, smart cards can afford
resource demanding operations.

It is clear that among these many methods of distributing
keys, it is pointless to argue which one is better than whom.
Each of these methods has their own advantages and dis-
advantages. So depending upon the application and size of
network, as well as by taking future growth into account,
one should select appropriate key distribution mechanism.
Section 4 discusses approaches that may make public key
cryptography efficient for several resource limited devices,
as well as enhance the symmetric cryptography.

4 Enhancing Cryptographic Opera-
tions

Several attempts have been made so as to boost the heavy
operations in low resource environment. These attempts pro-
pose to carry out the operations like Public Key Cryptogra-
phy (PKC) consuming less memory, less CPU cycles and
less energy. In general three categories of such attempts are
being researched. First is to rebuild the processor and as-
sociated software either by changing the way they work or
by introducing a separate co-processor. Second is to explore
the possibility of using different Public Key Schemes other
than RSA. And the last one is outsourcing the cryptographic
operations to some remote high-end server/proxy. These ap-
proaches are discussed below.

4.1 Specialized Hardware/Software
The idea here is to allow the main processor to perform the
major operations and to introduce a secondary co-processor
for cryptographic operations. [31] presents a co-processor
designed for Advanced Encryption Standard (AES). The pa-
per claims that their design is resistant against first order dif-
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Approach Scalability Node Capture Node Revocation Resource Requirement Smart Card
Single Key High No Resilience Not Possible Very Less Unsuitable
Centralized Medium Resilience Possible Less Suitable
Public Key High Resilience Possible High/Medium Suitable
Random High Resilience Possible Medium Unsuitable

Table 1: A comparision of key management approaches

ferential analysis by embedding a data masking countermea-
sures at hardware level. The authors have performed several
simulations in order to verify their claim.

While accelerating the operations through the use of co-
processor seems to be an elegant approach, some are con-
sidering software and hardware optimization techniques for
RSA and ECC. [16] presents such techniques based on im-
plementations on two exemplary 8-bit microcontroller plat-
forms: The 8051-based Chipcon CC1010 and the Atmel
AVR ATmega128. The main advantage that we gain by such
optimized techniques in comparison to co-processor based
one is reduced hardware complexity and cost. So, such tech-
niques can be beneficial for low cost implementations, in par-
ticular.

4.2 Alternative Public Key Cryptography
While RSA remains the most promising PKC algorithm for
high end devices like computers, several other PKC algo-
rithms are becoming good candidates for low resource de-
vices. The reason is, of course, the heavy computation de-
mand of RSA. Alternative schemes such as Rabin’s schemes
[26], NtruEncrypt [14] and Elliptic Curve Cryptography
(ECC) are gaining importance. Studies on these selected
low complexity PKC schemes show that these could be suit-
able for different types of applications[15]. All these seem
to be the most promising candidates for resources limited
devices. Several other papers also advocate on suitability of
ECC [16, 15, 17].

Table 2 shows a brief comparison of execution times and
memory consumed by ECC and RSA on an 8 bit CPU, AT-
mega128. The specifications of ECC i.e. secp160rl and
secp192rl consists of both public key and private key along
with global parameters [1]. It can be clearly seen that execu-
tion time for ECC is much less compared to RSA.

4.3 Outsourcing Cryptographic Operations
Another way to enhance heavy cryptographic operations
could be to let some remote high-end machine do these op-
erations on behalf of resource constrained devices. These
devices will communicate to a centralized security server be-
fore sending or receiving packets from a non trusted network
entity. All the cryptographic operations for most of the com-
munications will be outsourced to this server. This approach,
if implemented correctly, could minimize the resource usage
by a great factor.

[30] presents a solution that utilizes the SSL as the security
provider and uses SOCKS to redirect the traffic accordingly
through such a security server. Secure Socket Layer (SSL),

application protocol independent, provides the ability to es-
tablish private communication channel in a public network.
In SSL, both the client and server are required to encrypt
their data with one of the keys in an asymmetric key pair and
decrypt with the other key of the pair. SOCKS performs at
Session layer of the OSI reference model. It is a generic
proxy protocol for TCP/IP-based networking applications.
The protocol provides a flexible framework for developing
secure communications by easily integrating other security
technologies. With the usage of SOCKS, the resource con-
strained device will launch a connection to the remote secure
server in the trusted network and then this server will estab-
lish a secure connection to any of the servers or users located
in the not trusted network.

Results obtained by using such remote proxy are very
promising. The analysis presented in [30] shows that run-
ning 1024 bit RSA algorithm is more than 13 times faster
with this approach. Similar performance gain was there with
AES algorithm also.

Usage of using remote proxy can go beyond just provid-
ing security. [2] explores possibility of implementing appli-
cations like natural language processing, speech recognition,
face recognition over resource limited devices. The paper
presents the design of Chroma, a tactics based remote exe-
cution system, and shows that it is able to achieve applica-
tion performance that is comparable to execution on an ideal
runtime system. This definitely has its challenges, but if suc-
cessfully implemented then devices will not only be able to
secure communicate but they will be able to provide smarter
services too.

Public Key Cryptography tremendously simplifies the im-
plementation of many typical security services and addition-
ally reduces transmission power due to less protocol over-
head [15]. Moreover, the capture of a single node would
not compromise the entire network, since no globally shared
secrets are stored on it. With the smart implementation ap-
proaches that involves either optimizing the existing hard-
ware and software or introducing dedicated co-processor or
even by outsourcing, PKC can be heavily used in resource
constrained devices.

5 Attack Detection

Traditional approaches of detecting attacks on high end com-
puters are also unsuitable for resource limited devices. The
main reason for this is that they run all the time and as a sepa-
rate process. Devices having limited resources cannot afford
this luxury. So, a completely different detection method is
required that runs as a part of the main process.

As a general idea, attack detection should be performed
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Algorithm Time (sec) Memory (bytes) Code (bytes)
ECC secp160r1 0.81 282 3682
ECC secp192r1 1.24 336 3979
RSA-1024 public-key e = 216 + 1 0.43 542 1073
RSA-1024 private-key w. CRT 10.99 930 6292

Table 2: Average ECC and RSA execution times on the ATmega128 [16]

by the main process, at each layer as the data flows from
physical layer up to the application layer. Simillar multi-
level stage packet filtering technique is proposed in [22]. The
method described runs as a part of TCP/IP stack, providing
real time detection and thus conserving memory space. A
packet typically goes through one layer of protocol stack af-
ter another until it is passed or dropped. The idea is to de-
tect the malicious packets as early as possible. On top of
that, the monitoring code runs only when the code execution
passes through there. This alleviates the necessity for it to
run all the time, thus resulting into a better security, reduced
memory usage and enhanced performance. The method can,
possibly, be used as a basis for revoking the compromised
or infected nodes. However, implementation of such a tech-
nique would require modification of entire software. Further,
the method will only drop the malicious packets upon detec-
tion of an attack. The system proposed in [22] does not de-
scribe how it will inform the base station about an attack. So,
until attack is informed and compromised node is revoked,
the bandwidth which is already limited, will only be wasted.
The packets are declared malicious based on some measures.
These measures could be heuristic based also. But there is a
probability that even genuine packets are dropped.

There is one class of attacks that is quiet specific to such
resource constrained devices. This attack is called battery
exhaustion attack. Another similar attack is denial of sleep
attack. As the devices such as sensor nodes, have limited
battery, such attacks can effectively result into denial of ser-
vice. However, it is also possible that battery exhaustion is
just a side effect of some other attack and hence, could be
used to detect these other attacks. For example, if a node
is made to transmit a number of useless packets or a lot of
packets are made to route through a particular node, then
that node is likely to run out of battery very quickly. Battery
exhaustion detection techniques then might be able to iden-
tify such attacks and hence locate the compromised node.
Battery-Sensing Intrusion Protection System (B-SIPS) [3],
which alerts on power changes detected on small wireless
devices, is one such technique. B-SIPS uses dynamic thresh-
old calculation algorithm. This system is scalable and com-
plementary with existing detection systems. The system is
also capable of sending notification to some central author-
ity. This makes it useful tool for the base station or key dis-
tribution center to decide if the node is compromised and
initialize node revocation operation.

Certain attacks and their corresponding countermeasures
could be relevant among different types of resource con-
strained devices. This relevancy is quiet stronger in case of
smart cards and sensor nodes [12]. The routing attacks and
DoS attacks that are possible in sensor network are also ap-
plicable to smart cards. Similarly, attacks such as IC reverse

engineering, side channel attacks, micro-probing, intercep-
tion of RF communications, jamming RF communications
that are possible in smart cards are also applicable in sensor
network. The respective countermeasures are also relevant to
some extent. Such correlation can be an effective tool in un-
derstanding new possible threats and further enhancing the
attack detection techniques.

6 Other Issues

This section discusses some other issues such as secure rout-
ing and node revocation. Both of these are more concerned
with sensor networks.

6.1 Secure Routing

Several network layer attacks against sensor networks are
possible. Most of these include, spoofing, altering, or replay-
ing the routing information, selective forwarding, sinkhole
attacks, sybil attacks, wormholes, HELLO flood attacks, ac-
knowledgement spoofing [21]. Thus it is extremely impor-
tant to consider a secure routing protocol, which should en-
able communication despite adversarial activities like these.
Some protocols like directed diffusion and geographic rout-
ing assume trusted environment, which is usually not the
case in a sensor network. Some protocols are based on pub-
lic key cryptography and while some are based upon sym-
metric cryptography. Protocols like Ariadne, designed for
ad hoc networks, prevent compromised routes consisting of
uncompromised nodes, and also prevent a large number of
DoS attacks [29]. However, such protocols may not be suit-
able directly for sensor networks and also other resource con-
strained device networks. [21] presents a detailed analytical
study on this field.

6.2 Node Revocation

It is very important to eliminate a compromised node and re-
strict it from further participation. Key pre-distribution tech-
niques have been found useful for this [7, 23]. In most of
key pre-distribution mechanisms, the keying material or the
key itself are associated with a node with a unique identi-
fier. In order to revoke a given key or keying material, then
it is enough to publish the identifier of the associated node in
the revocation list to be revoked [23]. Attack detection tech-
niques like the one discussed in [22], can also provide a basis
for identifying a compromised node and help in revocation.
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7 Conclusion
With an increase in widespread use of applications based
on resouce limited devices, security issues have become a
central concern. However, protection mechanisms should be
such that they will optimize the available resource and band-
width. This paper has presented a survey on "state-of-art" re-
source constrained device related security technologies that
are currently available and that are under research. Particu-
larly, survey and analysis on key management issues, ways
to enchance cryptographic operations and attack detection
techniques have been covered. This paper should provide a
reference for building secure application on top of resource
limited devices.
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1998.

[18] P. Hämäläinen, M. Kuorilehto, T. Alho, M. Hännikäi-
nen, and T. D. Hämäläinen. Security in wireless sensor
networks: Considerations and experiments. In LNCS
4017. Springer, 2006.

[19] HowStuffWorks.com. What is a smart card?
http://computer.howstuffworks.com/

question332.htm.

[20] J.-P. Hubaux, L. Buttyan, and S. Capkun. The quest for
security in mobile ad hoc networks. In Mobile Ad-hoc
Networking and Computing. ACM, 2001.

[21] C. Karlof and D. Wagner. Secure routing in wireless
sensor networks: Attacks and countermeasures. In In
First IEEE International Workshop on Sensor Network
Protocols and Applications, pages 113–127, 2003.

[22] H. K. Lu. Attack detection for resource-constrained
network devices. In Third International Conference on
Systems. IEEE, 2008.

[23] Y. Maeng, A. Mohaisen, and D. Nyang. Secret key re-
vocation in sensor networks. In UIC 2007, LNCS 4611.
Springer-Verlag Berlin Heidelberg, 2007.

[24] NIST. Aes alogrithm (rijndael) information.
http://csrc.nist.gov/archive/aes/

rijndael/wsdindex.html.

76



TKK T-110.5290 Seminar on Network Security 2008-12-12

[25] A. Perrig, R. Szewczyk, V. Wen, D. Culler, and J. D.
Tygar. Spins: Security protocols for sensor networks.
In Wireless Networks, pages 189–199, 2001.

[26] M. O. Rabin. Digitalized signatures and public key
functions as intractable as factorization. Technical re-
port, Massachusetts Institute of Technology, 1979.

[27] R. L. Rivest, A. Shamir, and L. Adleman. A method for
obtaining digital signatures and public-key cryptosys-
tems. Communications of the ACM, 21:120–126, 1978.

[28] R. Roman, C. Alcaraz, and J. Lopez. A survey
of cryptographic primitives and implementations for
hardware-constrained sensor network nodes. In Sci-
ence + Business Media, LLC. Springer, 2007.

[29] E. SHI and A. PERRIG. Designing secure sensor net-
works. In WIRELESS SENSOR NETWORKS. IEEE,
December 2004.

[30] Y.-S. They, S.-Y. Phang, S. Lee, H. Lee, and H. Lim.
Cpop: Cryptography process offloading proxy for re-
source constrained devices. In International Confer-
ence on Information Security and Assurance. IEEE,
2008.

[31] E. Trichina and T. Korkishko. Secure aes hardware
module for resource constrained devices. In ESAS
2004, LNCS 3313. Springer-Verlag Berlin Heidelberg,
2005.

[32] Wikipedia. Advanced encryption standard. http:

//en.wikipedia.org/w/index.php?title=

Advanced_Encryption_Standard&oldid=

249106597, 2008 (accessed 2-November-2008).

[33] D. S. Wong, A. H. Chan, and F. Zhu. Password authen-
ticated key exchange for resource-constrained wireless
communications (extended abstract). In ICN 2005,
LNCS 3421, pages 827–834. Springer-Verlag Berlin
Heidelberg, 2005.

[34] H. YANG, H. LUO, F. YE, S. LU, and L. ZHANG.
Security in mobile ad hoc networks:challenges and so-
lutions. In TOPICS IN WIRELESS SECURITY. IEEE,
February 2004.

77



Suitability of Open Source Solutions for Electronic Voting Systems

Mikko Niemi
Helsinki University of Technology

mjniemi@cc.hut.fi

Abstract

In this paper we examine the suitability of the open source
software development model for producing electronic vot-
ing systems. We discuss what kind of security requirements
an electronic voting scheme needs to fulfill, we examine the
risks and benefits of full source code disclosure, and we con-
sider how well or badly existing open source business mod-
els support the development of electronic voting systems.
We find that the requirements are very difficult to satisfy, and
while an open source approach has some benefits, there are
some drawbacks as well. We conclude that an active commu-
nity of volunteers is important for maximizing the benefits of
open source development, but whether an e-voting software
project is attractive enough for volunteer developers remains
an open question.

KEYWORDS: electronic voting; open source software; in-
formation security

1 Introduction

Electronic voting, often also known as e-voting, has become
a seriously debated subject since the turn of the millennium.
E-voting promises several benefits over traditional paper bal-
lots: the results of an election would be available almost in-
stantly when the polls close; organizing elections would be-
come cheaper since fewer election officials would be needed
for conducting the vote; electronic voting machines can be
designed to be accessible to people with disabilities and to
accommodate multiple languages.

Despite the possibilities offered by electronic voting,
many open questions remain regarding the security and
transparency of such voting schemes. Researchers have
found several weaknesses in existing commercial e-voting
systems [1, 12, 17]. For example, in paper ballot voting, a
single corrupt election official would not be able to easily
manipulate the result of the whole election. In a computer-
ized system however, malicious code could spread automat-
ically and invisibly like a virus. This kind of attack has been
demonstrated by the Center for Information Technology Pol-
icy at Princeton University [5].

One approach for increasing the transparency in electronic
voting schemes is making the source code available to the
public. However, the effects this has on security are by no
means self-evident. On the one hand, the more people there
are scrutinizing the source code, the more likely it is that
a vulnerability is found. On the other hand, access to the
source code makes the attacker’s job easier as well, and while

the defenders need to find all the security holes, the attacker
only needs to find one effectively exploitable. Many open
source projects have been successful in security critical ar-
eas. Such projects include for example the Sendmail mail
transfer agent, the MySQL relational database system, the
Linux operating system and the Apache web server. Never-
theless, development of a complete secure electronic voting
system poses some unique challenges, which makes it diffi-
cult to compare to other software projects.

There are two fundamentally different kinds of electronic
voting schemes. In poll-site voting schemes the voting ter-
minals are located at the polling stations, where the voting
takes place under the supervision of the election officials.
The other type of electronic voting scheme is remote voting,
where the voters may cast their votes, for example, over an
Internet connection or by telephone. In this paper we con-
sider issues that are pertinent to both types of electronic vot-
ing schemes.

2 Security and Other Requirements
in Electronic Voting

The classification of requirements in this section is mostly
based on the framework for comparison of electronic voting
schemes described by Sampigethaya and Poovendran [18].
In their framework, the requirements of electronic voting
schemes are organized in three categories. General secu-
rity requirements are those requirements that a secure sys-
tem must satisfy before even considering adversarial attacks.
Requirements for resilience against attacks are categorized
under adversary counter-attack requirements. Finally, ful-
filling system implementation requirements ensures that the
voting scheme is implementable in practice. Other require-
ments that are not addressed by them are listed here under
miscellaneous requirements.

2.1 General Security Requirements

• Eligibility: Effective mechanisms exist for ensuring
that only valid voters are allowed to vote and each voter
gets to cast only the permitted number of votes. The au-
thentication and uniqueness requirements are covered
by this definition of eligibility. [3, 8, 18, 20, 29]

• Secrecy and Privacy: The voting scheme enables a se-
cret ballot where a vote, after it has been cast, can
not be traced back to the voter. With maximal pri-
vacy, a voter’s privacy may be breached only by col-
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lusion of all the other entities (voters and authorities).
[2, 3, 8, 18, 20, 29]

• Verifiability: A system that satisfies individual verifia-
bility requirement enables a voter to assure herself that
her vote was correctly recorded and counted in the fi-
nal tally. In the case of universal verifiability, anyone
can verify that the result was correctly computed from
the valid votes and that the tally process was accurate.
This requirement conflicts with the secrecy and privacy
requirements. [3, 8, 18, 20]

• Accuracy, Integrity and Correctness: All the correctly
cast votes are recorded and counted in the final tally.
Invalid voters’ votes are not counted. Votes can not be
deleted, modified or forged without detection. These
requirements are closely related to the universal verifi-
ability requirement. [2, 3, 18, 20, 29]

• Fairness: A partial tally can not be exposed while the
election is still in progress. [18, 20, 29]

2.2 Adversary Counter-attack Requirements
• Robustness and Reliability: The voting scheme must

be resilient against attacks from corrupt voters and au-
thorities. The system as a whole should be successful
even in the event of a fault leading to a partial failure.
[3, 8, 18, 20, 29]

• Receipt-freeness: The voter must not receive or be able
to generate a receipt that could be used to prove to other
entities the content of her vote. This requirement is
related to the privacy requirement and untraceability.
[18, 20]

• Incoercibility: An adversary must not be able to manip-
ulate a voter to cast her vote in a certain way, nor should
it be possible to coerce a voter to abstain from voting.
[2, 3, 8, 18, 29]

2.3 System Implementation Requirements
• Scalability and Efficiency: The voting scheme must be

scalable in terms of storage, computation and commu-
nication needs to be implementable in a large scale.
[18, 29]

• Practicability: The voting scheme must not make
any unrealistic assumptions or have requirements that
would be difficult to implement. The voting scheme
must be cost-effective. [3, 18]

2.4 Miscellaneous Requirements
• Flexibility: The election equipment must be compati-

ble with existing standards and flexible enough to allow
various different formats of ballot questions. [3]

• Usability and Accessibility: The election equipment
must be easy to use and accessible to people with dis-
abilities. [3, 8]

• Certifiability: It must be possible to test the system so
that it can be ensured to meet the set criteria. [3]

• Transparency: It must be possible for the voters to un-
derstand how the voting scheme works. [3, 8]

3 Risks and Benefits of Open Source
Use of open source licensing in electronic voting software
has some clear benefits, but also some serious drawbacks.
The main and most obvious benefit is the increased trans-
parency, which in turn increases trust to the system [13].
Other benefits include freedom from many of the licens-
ing and intellectual property issues that may cause problems
with the use and maintenance of proprietary e-voting sys-
tems.

Considering how little experience there is of open source
e-voting software, it is not clear whether an open source
project would attract significant contributions from volun-
teers. The danger is, that if there is not a large and active
enough community performing peer review, publishing the
source code gives greater benefits to the attackers than to the
defenders.

3.1 Benefits of Open Source
A scheme where security is based on the secrecy of the im-
plementation is often called security through obscurity [25].
In the field of computer security, it is well known and widely
accepted, that security through obscurity is not a viable prin-
ciple. If the attacker is a trusted insider, or if there is a leak
that exposes the systems inner design to an adversary, se-
curity through obscurity fails. Furthermore, in a transpar-
ent scheme where the implementation can be peer reviewed,
flaws and vulnerabilities are more likely to be found before
deployment. The most prominent example of favoring trans-
parency over obscurity comes from the field of cryptogra-
phy. In cryptography, the idea that a cryptographic system
must be secure even if the details of its implementation fall
in the hands of the attackers, is known as Kerckhoffs’ prin-
ciple [25]. A well designed cryptographic system uses well
known public algorithms that have gone through extensive
analysis by the cryptographic community. In such a scheme,
the only secrets that need to be kept are the secret keys, such
as pass phrases.

An open source approach to producing an e-voting scheme
would seemingly exclude security through obscurity. Since
the source code would be available to the public, it would not
be possible to use solutions that rely on the secrecy of the im-
plementation. This would force the design to use published
and well tested algorithms instead of secret proprietary so-
lutions that may or may not be secure. The main argument
that commercial e-voting vendors use for keeping the source
code closed is protection of trade secrets, not hiding the in-
ner workings of the voting scheme from would-be attack-
ers [26]. Yet, some independent third party analysis of the
source code is the only way to convince the public that an
electronic voting scheme is secure and leaves no chance for
effecting the result of an election through a security flaw or
a back door [14]. While a third party source code analysis
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can be accomplished with limited disclosure of the code, the
most convincing approach would be publishing the whole
source code under some open source license for the whole
world to examine.

There are also some other ways in which open source can
improve security. Simply knowing that the code is going to
be available for others to scrutinize may motivate the devel-
opers to write cleaner and more human readable code that is
easier to debug and maintain. When flaws are found, open
source enables anyone with programming skills to find the
exact problem and submit a solution. This is quite the oppo-
site approach compared to proprietary solutions where intel-
lectual property claims can be used to silence criticism [6].
As an example, in 2004, a number of students were served
with cease-and-desist letters after publishing internal emails
showing that Diebold Inc. had been using uncertified soft-
ware on their voting machines [28].

In addition to hindering independent researchers’ attempts
to analyze and expose security vulnerabilities, proprietary li-
censes can also be used to lock-in customers to a certain ven-
dor. To do this, the vendor only needs to use licensing that
is strict enough to leave the vendor in control of maintain-
ing, servicing and further developing the system. With this
much dependency, it becomes very expensive for the cus-
tomer to change to a different vendor. However, changing
the vendor might become necessary, if for example the orig-
inal vendor goes out of business. In this event, the customer
would likely have to invest into a completely new system.
With open source licensing, the situation could be very dif-
ferent. If the original vendor withdrew from the market or the
support fees became exorbitant, the customer could choose
a different provider, which could then continue the develop-
ment of the original software.

Finally, there is the argument of open source being more
cost effective than proprietary software. However, given the
very limited experience from open source e-voting software,
it is quite difficult to speculate on issues such as total cost
of ownership. It is likely, though, that under open source li-
censing, savings could be made in at least the creation, mod-
ification and licensing of the software [21]. Additionally, use
of open source might eliminate the costs and administrative
workload associated with tracking the number of software
copies in use, work that is typically necessary with propri-
etary software.

3.2 Risks and Open Questions

In cryptography, the peer review process works well and in-
creases the trust for algorithms that pass the scrutiny. This
is true, because there exists a large community of cryptogra-
phers who are eager to participate in examining new ideas.
Breaking the newest encryption algorithm is considered a
great scientific achievement. In many other areas however,
it is not quite clear how significant a part peer review has in
improving security.

As an example, it might be tempting for an open source
advocate to claim that transparency is the main reason for
the Linux operating system having a better security record
than Microsoft’s Windows. While there may be some truth
in this claim, there are some other factors to consider as well.

Firstly, Linux is based on the well designed user level se-
curity architecture of the Unix operating system. Secondly,
Windows is much more commonly used, making it a more
attractive target for many attackers.

Producing secure electronic voting software differs in
some fundamental ways from other projects where the open
source model has been successful. Experience has shown
that the most attractive projects for community developers
are those that aim to produce software that is used by pro-
grammers [15]. Unlike operating systems or web servers
that are used daily, electronic voting software is used very
rarely, perhaps only once every four or six years. Whether
an e-voting project could attract an active community is still
an open question. According to Jason Kitcat, the founder
of a free e-democracy project, extensive media coverage
and backing from major organizations were not enough to
attract many open source developers to contribute to the
GNU.FREE Internet Voting project led by him [15]. Without
an active community, publishing the source code arguably
only helps the adversaries and has no positive effects on se-
curity.

Source code transparency does not solve everything. Cer-
tain problems would still remain, even in the case where an
open source e-voting project would be successful enough to
draw a large community of qualified volunteers to perform
peer review. Source code reviews could be circumvented,
for example, by inserting the malicious code at compile time,
using a compiler specifically crafted for this purpose. There
would therefore be a need for some mechanism for guaran-
teeing that the published source code would not be secretly
modified before it is installed on the voting machines. On the
other hand, if a vulnerability is exposed shortly before the
election day, some last minute patching might be necessary.
Other alternatives would be falling back to paper ballots and
manual counting of the votes, or rescheduling the election
to a later date. Of course, postponing the election might be
considered a successful attack. Moreover, controlling the last
minute changes to the system is a major challenge, whether
an open source license is used or not.

Another inadequacy with open source e-voting software
is that while the application software is available for review,
there are generally many other components in an electronic
voting scheme that are not necessarily available for scrutiny.
Implementation details of the hardware and the integrated
code running it, firmware, are typically not released to the
public. There may also be need for some proprietary binary
drivers. Finally, even if an open source operating system is
used, it is likely that large portions of the legacy code in-
cluded is not going to be reviewed, given the size and com-
plexity of operating systems [21]. While these are not argu-
ments for proprietary e-voting schemes, they do show that
using an open source model in the development of the appli-
cation code is not enough to guarantee full transparency of
the final e-voting system.

Commercial vendors of e-voting solutions argue that their
source code contains valuable trade secrets that need to be
protected [26]. If the transparency of the open source ap-
proach would be considered valuable enough to mandate all
e-voting software source code disclosure to the public, it
could mean that several e-voting providers would withdraw
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from the market. With them, their experience and expertise
gained from high quality research would be lost [21].

4 Viability of Open Source Business
Models

There have been numerous studies investigating why soft-
ware developers participate in open source projects [7, 9,
10, 19]. Some have ideological reasons, such as the belief
that software should not be a proprietary good. Limiting the
power of large software companies by providing free alter-
natives is another ideological motive. Then there are more
practical reasons, for example, the need for a solution for a
problem for which the proprietary solutions were in some
respect lacking, too expensive, or nonexistent. Some other
significant reasons are self-improvement by learning and de-
veloping new skills, sharing knowledge and the joy of being
a part of a community.

As was discussed in the previous section, there is a real
chance that developing electronic voting software is not a
very attractive project for open source developers. There is
certainly a need for e-voting software. The failures of pro-
prietary e-voting software also support ideological opinions
favoring transparent open source solutions. However, unlike
many successful community oriented open source projects,
such as the Linux operating system, e-voting software is not
software that can be used by the developers daily. In the case
of Linux, fixing a bug or writing a new device driver has
often immediate benefits for the individual developer. Ef-
fort committed to an e-voting software project, on the other
hand, does not necessarily have very visible payoffs before
the election day.

It may be unreasonable to expect a large number of volun-
teers to commit to an open source e-voting software project.
For this reason, it is important to consider how viable the
open source development model would be for commercial
e-voting vendors before, for example, ruling public disclo-
sure of all e-voting software source code mandatory. Many
business models that take advantage of open source software
have been identified [4, 16, 27]. In the rest of this chapter,
we examine how well these various business models adapt to
the field of electronic voting.

4.1 Selling Support and Services
Providing support services and consulting is one way of gen-
erating revenue from open source software. Possible service
options include installation and integration support, techni-
cal and legal certification, training, ongoing maintenance and
support services, and migration services [4, 16, 27]. The idea
behind this business model is that a specialized company can
provide these kind of services at a lower price than the cost
of the customers doing it themselves.

Without an active community of volunteers, the initial
costs of producing the software have to be covered by the
developer company. The problem with this business model
is, that once the source code is made publicly available, there
is nothing to prevent the original developer’s competitors en-
tering the support market. In the area of electronic voting

software, it may well be, that the initial development costs
of the software and the risks involved are too high for this
business model.

4.2 Proprietary Components
In this business model, majority of the software is published
under an open source license but some important compo-
nents are kept under a proprietary license [4, 27]. Revenue
comes from selling the proprietary components and possi-
bly also support services. This business model gives the de-
veloper company a clear advantage over its competitors on
the support market. However, keeping essential functional-
ity under a proprietary license may alienate some developers
from the community.

With e-voting software, this business model seems more
realistic than the support selling business model. It is essen-
tially a compromise between transparency and protecting the
intellectual property rights of the developer. The risk of this
business model is, that a competitor could develop their own
versions of the proprietary components, or those components
might even be produced by open source developers. On the
other hand, with e-voting software, the proprietary compo-
nents would likely have to pass an expensive auditing and
certification process. This would raise the cost of entering
the market and probably discourage at least some competi-
tors.

4.3 Selling Hardware
Providing free software may help in selling hardware [16].
For example, a company might release open source device
drivers for Linux. By investing in the development of open
source drivers, the company extends the market of the hard-
ware. This business model is comparable to the traditional
loss-leader commercial model where one product is sold at
low cost, perhaps even at a loss, in order to stimulate other
profitable sales.

The challenge of this business model is, that if the soft-
ware is not specific enough for the hardware that the soft-
ware developer is selling, then the competitors might, with
minor adjustments, take advantage of the open source code
to sell their hardware instead. This would most probably be
the case with e-voting software, where significant amount of
the source code would likely be independent of the underly-
ing hardware.

4.4 Dual Licensing
Some open source licenses, such as the GNU General Public
License, are said to be viral. This means that they set restric-
tions on the licensing schemes of software components that
are combined with the open source components. Software
under the GPL, for example, may not be linked to proprietary
libraries. With the dual licensing business model, the devel-
oper company offers software under two different licenses,
one of them an open source license, the other a proprietary
license [4, 16, 27]. The latter one is targeted to customers
who are willing to pay a fee for the license to use the open
source software in combination with their own closed source
proprietary software.
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This business model seems poorly suited for e-voting soft-
ware. Dual licensing works best with software components
that can be easily combined with other software to build
larger systems. It is unlikely that there exists a market for
partial e-voting software solutions or independent e-voting
software components. Additionally, if parts of the software
are under a proprietary license, the transparency of the voting
scheme suffers. On the other hand, if nobody is interested in
buying the commercial license, dual licensing produces no
revenue.

4.5 Advertising
Revenue from advertisement is a fairly new way of financing
open source projects [16]. For example, in 2006, 85% of
Mozilla Foundation’s revenue came from fees payed by the
search engine company Google, for being by default listed
first in the quick search box of the Firefox web browser [11].

While the possibility of reaching the whole voting public
would most certainly be of great interest to many advertis-
ers, it is difficult to imagine that this kind of financing strat-
egy could be seriously considered for e-voting. Corporate
interests and commercial messages must be kept apart from
the voting process. Advertisement would be very difficult
to use for financing in a way that would not interfere with
the democratic process, thus it seems clear that this business
model can not be used with electronic voting software.

4.6 Public Funding
There may be cases where an open source project for de-
veloping some software would be considered valuable to the
society, but unlikely to draw volunteers from the open source
community. This situation may arise in specialized scientific
areas, such as radio astronomy, computational chemistry or
biology, where the developers often need to be experts on
the subject in order to understand the problems being solved.
One way to finance such projects is public funding through
universities or national grants [4]. In this business model, the
funding institution does not expect to profit directly from the
investment.

Public funding would be a natural way to finance open
source e-voting software, considering that in the end, the
costs of voting are in any case covered by the taxpayers.
The open question is, where to find the developers willing
to commit to a publicly funded open source e-voting project.
One possible idea is to leverage the knowledge in universi-
ties and other educational institutions. Including an e-voting
project to the curriculum would help to expand the commu-
nity of volunteer developers. Furthermore, students intro-
duced to an e-voting software project during their studies
might be interested in the project even after graduating.

5 Discussion
As we have seen, the requirements for a secure electronic
voting scheme are numerous and, to some extent, conflict-
ing. Protecting the integrity of the voting process requires
that the results can be verified, but the privacy of individ-
ual voters must also be considered. One approach to imple-

menting verification without weakening voter privacy is the
use of voter verified paper audit trails [22]. In paper trail e-
voting schemes, the voting machine prints out a record of the
cast vote. The voter then verifies this paper ballot before the
vote is recorded electronically and finally, the verified paper
ballots are collected and safely stored. After the election,
verification can be performed by comparing the tally of the
electronic votes and the tally calculated from the paper bal-
lots. The problem with paper ballot schemes is that calculat-
ing paper ballots is very expensive and time consuming. The
efficiency of calculating the election results electronically is
one of the most important benefits of e-voting. If the results
are verified with a paper trail system, this benefit is mostly
lost.

Securing electronic voting is difficult even when the vot-
ing machines are under the control of the election officials.
When considering remote voting, where the voting system
can be accessed through an Internet connection from a reg-
ular desktop computer, the challenges are much more diffi-
cult. For starters, there are no technical solutions for prevent-
ing vote selling or voter coercion in remote voting schemes
where the voter and the actual event of voting can not be
monitored by the election officials. Other problems with re-
mote voting are, for example, securing availability, as public
networks are vulnerable to denial of service type of attacks.
Furthermore, it has been claimed that the software and hard-
ware of computers used by the public are still too insecure
for enabling secure Internet voting [24].

Adopting the open source development model does not
change the fundamental challenges of implementing secure
electronic voting systems. Open source has some benefits
and some drawbacks. Increased transparency is the main
benefit. If a voting scheme is based on proprietary compo-
nents, the public can not be entirely assured of the accuracy
of the voting process. In fact, a proprietary electronic vot-
ing scheme might not even need to be technically flawed for
some negative effects. Suspicions and doubt of the systems
integrity alone could erode public trust to the election pro-
cess. With less trust, there is less incentive to vote, and lower
voter turnout would directly harm the democratic process.

The big question is, how to encourage open source devel-
opment of e-voting software. There are examples of open
source projects, such as the Linux operating system, where
much of the work is carried out by unfunded volunteer work-
ers. This type of development model relies on the network
effect of many volunteer developers personally committing
to the project. Their motivation can stem, for example,
from the developer’s personal need for the software, ideo-
logical reasons or simply technical curiosity. Important for
this kind of project seems to be, that the developers are re-
warded by seeing the constant improvement in their work
[23]. Development of e-voting software might not be re-
warding enough to support the unfunded community based
development model.

Companies such as MySQL and Red Hat have demon-
strated that it is possible to use open source software as a
basis for profitable business. However, it appears that most
of the existing open source business models are not very well
suited to the area of electronic voting. The question is, where
do the open source alternatives come from, if an open source
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e-voting project is not attractive to community developers
and there is no incentive for commercial software vendors to
voluntarily move to the use of open source licensing. One so-
lution is to force the vendors to publish their source code by
legislation that mandates e-voting software to be open source
licensed. Supporting open source projects with public fund-
ing is another alternative.

6 Conclusions
Satisfying the requirements for a secure electronic voting
scheme is difficult. An open source licensing model does
not change the fundamental challenges. The open source ap-
proach has the benefit that if the system is flawed, the public
can find out about it. This, however, requires that there are
enough people willing to commit time and effort to scrutiniz-
ing the published source code. How attractive an electronic
voting project is to open source developers is still an open
question. Without an active community of volunteers, the
risks of publishing the source code may outweigh the bene-
fits. Nevertheless, open source software in electronic voting
systems is a worthwhile goal, because of the importance of
transparency in democracy.
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